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Estimating Poverty in the Italian Provinces
using Small Area Estimation Models

Claudio Quintano, Rosalia Castellano, and Gennarwé

Abstract

Sample survey data are broadly used to providectiestimates of
poverty for the whole population and large areasl@mains. That is one of
the main deficiencies of poverty analysis aud-national level (i.e., related
either to regions, or provinces). As they are cdesed very small
geographical areas, since the domain-specific sarngphot large enough to
support direct estimates of adequate precisiony dre likely to produce
large standard errors, due to the unduly small efzéhe sample in that area
(Ghosh & Rao, 1994). The aim of our paper is toriove the estimation
process quality, in terms of efficiency, of somespdy measures for Italian
provinces (NUTS3). The adopted approach deals Witdia Level Random
Effect Model (Fay & Herriot, 1979) which relates small area edgir
estimators to domain specific covariates, consiggrihe random area
effects as independent. Under that model, tmpirical Best Linear
Unbiased Predicto{EBLUP) is obtained.

We extend the analysis beyond thenventionalmeasures of income
poverty that simply dichotomise the population ithe “poor” and the “non
poor” by a threshold value and we also considéuzzymonetary measure
treating poverty as a matter of degree (Cheli & b@ml995; Cheli, 1995).
Through such an analysis, we determine some oftlte-economic factors
contributing to poverty levels and living standarédsmd we investigate in
depth the territorial perspective. In order to endé the performance of the
estimation process through small area models amhsequently, the
contribution of auxiliary information to composifgoverty estimates, we
have defined some outcome measures and some quatiigators (Rao,
2003) have been computed. They allow us to testetttent to which the
modelling modifies the input direct estimates anbe tdegree of
improvement in the accuracy level of the estimgiesvided by modelling
and, more generally, to evaluate the performancenddll area estimators.
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1 Background and introduction

Poverty is certainly an intuitive phenomenon but ntsture is so intricate and
heterogeneous that it is very difficult to obtain ahjective and unambiguous
statistical definition. In fact, any integral appcbato the measurement of poverty
and living standards is faced with the problem bk tlack of a universal
measurement yardstick.

At the country level, data on poverty are essent@a fesearch, policy
formulation and implementatiénPrimarily, they come from sample surveys but it
is important to note, from the outset, that them rmany facets of poverty that data
are not able to capture. In fact, different typesdatta gaps are likely to be
encountered during the formulation of poverty prdil and assessments.
Moreover, poverty is often considered as a derivezhsnre oratent variable
because it is not directly observed on householdsndividuals; surveys ask
guestions about some of their features that camsled to evaluate poverty status.

One of the main criterions usually used to deternsiample size of nationwide
surveys consists of yielding a specified level ofgs®n for a given domain;
generally, the domain used is the national territmryat least, large geographical
areas of the country.

In Italy, for example, the source of official staits on poverty, provided by
the National Statistics Institutésat), is theHousehold Budget SurvéiIBS). It is
planned to produce reliable poverty estimates attonal level or, at least, for
large geographical divisions (Northern, Central &ulithern Italy). As a matter of
fact, the main problem in the production of povesstimates at a higher degree of
territorial disaggregation is the small size of Hample available at a sub-national
level (i.e., of the regions, or even at the levekmaller units, which in Italy are
the provinces). Their variability is high due to tk&ect of the sampling error
which increases with the decreasing size of thesarbples in the arels

2 The awareness of the existence of poverty in wastecieties has been increasing during the
last years. Poverty is not a problem regarding amger-developed or developing countries but it
also concerns developed societies; we may meet pthe™” in advanced economies, too. Social
attitudes towards poverty are changing. In many tems economies, where a high level of
affluence is obtained, poverty can be eliminatethoiit causing any significant hardship to the
“non poor” but it is highly probable that they widbntinue to need outside assistance to eliminate
poverty or, at least, to reduce its intensity. Tgréor problem is to identify “the poor” and to
measure the intensity of their deprivation so tim@thods can be devis¢d wage a war against.

® The HBS, carried out by Istat since 1968, is a @ansurvey whose main objective is to
collect information on the consumption patterns private households in order to provide
guarterly estimates of this aggregate. It is a aé@& monthly cross-section and each household
being interviewed only once.

In order to improve the reliability of the direcoyerty estimates at sub-national level, Istat
has adopted several sampling strategies such amcease of the HBS sample size and the
introduction of a new set of questions about livoanditions; nevertheless, the larger sample size
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Sample size problems require a more sophisticat@tisical approach rather
than the simple use of direct estimatd@pecialestimators, that “borrow strength”
from related areas across space and/or time ougir@uxiliary information which
is supposed to be correlated to the variable ofrgst, can be constructed (Rao,
2003). In literature, that new class of estimatessclassified asSmall Area
Estimators(SAE Models).

The aim of our paper is to improve the estimatioacess quality, in terms of
efficiency, of some income poverty measures for dmaliprovinces (NUTS3)
Currently, in Italy, direct poverty estimates at a\pnezial level are not produced
for the previously mentioned reasons. However, wiendedirect poverty estimates
on ECHP European Community Household Panelata and then we aim to
improve them using SAE techniques. In fact, in orte design policies and to
monitor the poverty situation, area-specific indarat are required. Poverty and
inequality measures are most useful to policy-makard researchers when they
are finely disaggregated. The adopted approach dedls Area Level Random
Effect ModelqFay & Herriot, 1979) because auxiliary variables available at an
area level only. Those models relate small areactiestimators to domain
specific covariates, considering the random aréeces as independent. Under that
model, theEmpirical Best Linear Unbiased Predict(EBLUP) is obtained

Moreover, the work aims at exploring the territbri@ontribution for the
poverty estimates in order to determine some of $beio-economic factors

involved some disadvantages in terms of cost amkeliness. In order to overcome financial,
organizational and methodological problems derivirmgm the increase of the sample size and in
order to produce reliable poverty estimates aubnational level, new methodologies are being
worked out (Falorsi et al., 2003).

* The Nomenclature of Territorial Units for StatisticNUTS) is a territorial system of
classification worked out by Eurostat. Observing teographical-administrative divisions of the
European Union Member States, the NUTS system gesvia hierarchical, exhaustive and non-
overlapping set of units. It proceeds step-by-dtepn higher units (NUTS1 level) to lower ones
(NUTS2 and NUTSS levels), increasing the degreeliehggregation of the statistical indicators.
In Italy, there are 11 areas at NUTS1 level coroegbng to the main socio-economic macro-
regions; 20 areas at NUTS2 level correspondingl&ssical Italian administrative regions; 103
areas at NUTS3 level corresponding to Italian pnoeis. The NUTS system provides an important
framework for the comparability inter and/or intcauntry. Frequently, a provincial territory
shows a high degree of heterogeneity as it oftefuites large and small municipalities, cities and
countries, plains and mountains. Therefore, it banconsidered a partition, in all respects, of
national territory and it is a right term for a cparison with the national values.

® Since our analysis is restricted to Italian comtexhere most structural variables are largely
homogenous on national territory, we have preferr@dcdopt anabsoluteapproach to estimate
small area models, instead ofh&rarchical (or ratio) one. According to the ratio approach, all
target variables and all covariates are expresseithie form of the ratidR; =Y;i/Y;j, where {jjx,

Y;;) refer to the actual values of the variables, eespely, for the province&k and its region
belonging to NUTSI1. In such a way, the difficulty to quantify institanal and historical factors

is abstracted. The ratio approach is particularlglpful for comparative analysis at an
international level where it is important to takeéd account that there are substantial differences
among countries, with regard to several factorghlpolitical and economical, and the structure
of the most important social systems (such as fjs@ucation, labour, etc.).
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contributing to poverty levels and living standaedsl the territorial perspective is
also investigated in depth. So, on the one handtesta lot of possible covariates
and then we select the ones with a higher leveloofelation with poverty measure
to estimate according tosdepwiseprocedure and, on the other hand, we introduce
a qualitative variable reflecting the geographitadalisation of different Italian
provinces in the small area models.

Finally, we extend the analysis beyond the conventiom@asures of income
poverty and we also consider fazzy monetary measure treating poverty as a
matter of degree (Cheli & Lemmi, 1995; Cheli, 1998 a matter of fact, by
comparing and contrasting the conventional and yunzome poverty measures,
the paper discusses the differentials in the lewed intensity of income poverty
across lItalian provinces. That allows us to identibt only the individuals but
also the areas which, more than others, need sitralanterventions.

Small area estimation models are especially usefupfedictions in provinces
where there is an absence of survey data for desttnates. The procedure that
can be followed is to use the regression coeffisemletermined by the
corresponding EBLUP model to predict the dependeariables (poverty
measures) on the basis of selected predictors geovibylstat data base.

The article is organised as follows. In sectionn?, briefly describe the Fay-
Herriot model adopted in our analysis. Section 3sl@ath data sources for direct
and synthetic estimates, respectively, represente&dHP survey and by the data
base of Territorial Indicators of the National $tats Institute [stat). Through a
mixture of the two data sources, we obtained contpasstimates with advanced
levels of efficiency compared to the correspondergal estimates. Sections 4 and
5 illustrate, respectively, monetary poverty measucesstituting target variables
of the adopted models, and the evaluation procésthe sampling errors. The
stepwise procedure for the selection of covariates is digicin Section 6.
Sections 7 and 8 are the main sections of the papey show the most important
empirical results of our analysis and, in order valaate the performance of small
area estimators, some outcome measures and quadicators have been
computed. Concluding remarks can be found in Sac8iovhere we also give an
insight on some further developments.

2 Area Level Random Effect Models and EBLUP
estimators. theoretical and methodological view

As a rule, a domain is regardedsasall if the domain-specific sample is not large
enough to support direct estimates of adequateigoeg they are likely to produce
large standard errors due to the unduly small sfab@ sample in the area (Ghosh
& Rao, 1994). Two kinds of small area estimationtimoels can be identified:
model assistedif the indirect estimators are based on implioibdels, including
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synthetic and composite estimators, amodel basedif the indirect estimators are
based on explicit models that incorporate areadfipeeffects. Furthermore, the
model based methods can be classified\s=sa Level Random Effect Modday
& Herriot, 1979), used when auxiliary information asailable only at area level,
and Nested Error Unit Level Regression Mod@attese et al., 1988), when
specific covariates are available at unit level.

As illustrated above, our study deals with Area LUeékandom Effect Models;
they relate small area direct estimators to dompasecdic covariates and consider
the random area effects as independent. X .déte the (h x p) matrix of the area
specific covariates (auxiliary variables) relatedthe target parameters (poverty
measures) whemn is the number of small areas (provinces) pns the number of
covariates of the model. It is possible, referrittgthe areaiy,, to express the
following model:

6. =x'B+zv, with i=12,..,m (2.1)

where @ is the target parameter referring to the afgag is the ¢ x 1) vector of
regression parameters and are independently and identically distributed random
variables with zero mean and known variaate Moreover, it is assumed that the
direct or design-based estimatcﬁsare available:

6. =6 +e wth i=12..,m (2.2)

wheree are independent sampling errors with zero meankawoavn varianced;).
The two latter conditions imply that the estimata@(sare design-unbiased.

Combining the above two equations, the followingekr mixed model was
obtained (Fay & Herriot, 1979):

6,

= XiT,B +zv, +e with I =12,.,m (2.3)

It involves model errory; as well as design-induced errogs it assumesy;
ande are independent and theim (x nm) covariance matrices have a block diagonal
structure.

Under the basic area level model, the best estimatod, , in the sense of
minimizing the MSE, is given by:

~

6.(c2)=y6 +Q-y)x B (2.4)
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where )V, , defined shrinkage factor is a measure of between area variability

relative to the total variability associated witreai (Rao, 2005). This parameter,
which assumes values in the range [0,1], measteesicertainty in modelling the

6. . It is the weight given to the direct estimatethwe final composite estimate. It
iS:

2’0’
2 2
Zi Uv + wi

Vi = (2.5)

This estimator is also the Best Linear UnbiaseddRter (BLUP) estimator
and it is a weighted average of the direct estimatd , and the regression-

~

synthetic estimatorX; 5 .
Prasad & Rao (1990) give a measure of the meanrsgeraor of the BLUP
estimator. It depends on the unknown variance patenwand it is:

MSE [8,(02)] = 9, (02) + 9, (02) (2.6)
with
9u(0l)=0orziy (orz; +y )" =y, (2.7)

and

m -1
.
D XX
i=1
X.
2,2
(Uv Zi +¢/i) I

9, (07)=A-y)?’x (2.8)

where the second terrg,, (0 ?) is due to estimating (Rao, 2003).

In practice, the variance parametgf is replaced by a suitable estimatdy ;
a two stage estimatog(ﬁf) is obtained and it is calle@&mpirical BLUP

(EBLUP). The EBLUP estimator is unbiased fbif E[67(&f)] is finite and &’

is any translation invariant estimator of (Kackar & Harville, 1984).

Assuming normality, the variance of the random efecan be estimated
either by Maximum Likelihood (ML) or Restricted Memum Likelihood (REML)
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methods. The MSE of the EBLUP appears to be ins@esto the choice of the
estimatorg?. Under normality of the random effects:

MSE [6,(d2)] = MSE [6, (0 2)] + E[6,(62) - 6,(a2)]*  (2.9)

where the last term, generally intractable, is ol#d as an approximation. The
approximated form of the mean square error is giwgn

MSE [8,(32)] = 9, (02) + g, (02) + g4 (02) (2.10)

where g, (02) and 95 (072) are of lower order than the ter@,, (0 2) .

In our analysis,é? is estimated by Restricted Maximum Likelihood (REM

so, an approximately unbiased estimator of this megquare error has been
computed using the following expression:

mse[8, (62)] = g, (F2) + 9, (67) + 294, (67) (2.11)

3 Datasourcesfor direct and synthetic estimates

At the current state, provincial-specific knowledmeailable seems to preclude the
use of unit-level models because the covariatesaaaéable at area level only; in
fact, auxiliary variables are usually aggregatecamda level. In our paper, three
essential aspects have to be considered. Firsthkimg the best use of existing
sample survey data, for example by pooling themctmstruct more robust
measures at a higher degree of spatial disaggmga8econdly, exploiting the
accessible data source for territorial indicatdnsirdly, combining the two sources
to produce, if possible, the most complete estimdte the Italian provinces, by
using small area estimation techniques.

Sample data for direct poverty estimates at NUT&a&Il come from ECHP
survey while auxiliary information for synthetic perty estimates come from Istat
data base. Composite poverty estimates come frdmear mixture of the two
previous estimates; their efficiency depends on gpecific situation and on the
nature of the statistical data available.

3.1 ECHP and the pooling over waves

ECHP, theEuropean Community Household Panélas traditionally been the
primary source of the data used by Eurostat and\iigonal Statistics Institutes
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for the construction of many indicators in the @iedf income, poverty and social
exclusion. Launched on a gentleman’s agreementspatsiis designed to be a
multidimensionalsample survey. Indeed, during the period 1994-200affered,

in several European Union Member States, the onfgrmmation source with a
large range of topics and it also provided detailei@rmation on the economic
activities of individuals and on the single compotseof net monetary income at
the household and individual levels over the whafléhe previous calendar year.

The ECHP survey design is based opuae longitudinal panel; it means that
the sample selected for the first year of the sywas followed-up throughout the
subsequent duration of the survey (8 years), wheréve sample units may have
moved. In terms of completed interviews, the ta@ammunity sample size for the
twelve countries in 1994 was slightly over 60.00fuseholds and approximately
127.000 adults aged 16 years and over; similarhg tnitial Italian sample
amounted to 7.115 respondent households.

Furthermore, spatialcomparability is achieved in ECHP through a
standardised design and common technical and imgniémiion procedures with
coordination of the national surveys by Eurostatisl aninput harmonization
because all aspects of the production process afieedi and implemented in a
uniform way all over the countries with a strongeomy.

ECHP data are not normally used as a basisstdrnational estimates on
account of the small size of the sample. In oueaesh, we adopt an estimation
procedure of direct poverty measures at a provirenel obtained by combining
over all suitable ECHP waves (1994-2001) (Kish,@,98999; Verma, 2002). Such
a technique allows to reduce the variability ofedir poverty estimates by means of
a wider sample. In other words, measures constduicten pooled data tend to be
more robust than the results based on one singhkee WBuropean Commission,
2005). Marker (2001), for example, studied the level adcuracy for state
estimates by combining the 19@mited States National Health Interview Survey
(NHIS) sample with the previous year sample or phevious two years samples.

® On the other hand, imutput harmonizationthe activities are limited to standardise the
results of the statistical production process. Tsignificant examples concern ti@ross-National
Equivalent File(CNEF) and the_Luxembourg Income StudylS). The former is a longitudinal
micro-database administered at Cornell Universityiolh provides comparably defined variables
for the use in a cross-national research; it inekidour national panel surveys: tlgxitish
Household Panel StudyBHPS), theGerman Socio-Economic PanéGSOEP), theCanadian
Survey of Labour and Income Dynami(SLID) and theUnited States Panel Study of Income
Dynamics (PSID). The latter are data records providing hamimed cross-national household
income micro-data for social science research fa@rdifteen years.

" A similar approach was used for a research of Baek of Italy by Cannari & D’Alessio
(2003), beginning from SHIW data. SHIW is the agnonof Survey of Households’ Income and
Wealth a biennialsplit panel sample survey carried out by Bank of Itdtg. sample size is so
small that it doesn’t allow to achieve reliableigstte of income and wealth at NUTS2 level. The
study presents an experimental estimation of thegeonal aggregates for the period 1995-2000,
obtained by combining three SHIW waves. The pooloancerns a substantially homogenous
period on macro-economic viewpoint.
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He showed that aggregation helps to improve comaldg the estimates of some
selected variables.

Of course, in a pure panel survey, like the ECHP5pdit panel, like the Italian
Survey of Households’ Income and Weg@HIW, Bank of Italy), the core of the
sample is a set of the same individuals so thatddwa from different waves are
correlated. So, we can not merely add up the samsjde over waves; in the
estimation procedure, we have to take in accouatdbrrelation in the poverty
measures over time in order to evaluate its impaderms of variability of the
estimates. As a matter of fact, “in presence ofr@ation amongst phenomena
observed through contiguous waves, the estimatosidering the correlation is
more efficient than the estimator where that catieh is not considered”
(Cannari & D’Alessio, 2003) Therefore, we test the level of positive corrigat
in the poverty measures over waves as well as dygee@ of decrease of the gain
from cumulation.

For example, aggregating two adjacent ECHP wavat) w proportion of
poor p and p’, respectively, the corresponding variance dingeatepends on the
correlation in the poverty measures between twoiopsr This correlation is
expected to decline as the two waves become madelywseparated. However, by
combining consecutive annual ECHP samples it leamlsmprove estimates,
although the correlation between years tends tocedhe “effective” sample size
for overall statistics (Kish, 1990). Thus, considg the correlation over waves,
we can estimate a factof,) evaluating the standard error decrease because of
consolidation of poverty measures over two or nuggods.

In our work, fy is given by the ratio between variance of an ageraver the
eight waves and the variance of the same estimmate & single wave. With regard
to the ECHP Italian Section, the efficiency gaintio¢ estimatesiead Count Ratio
resulting from cumulation over waves is 0.60 (Ewwap Commission, 2005: 155).
This factor is considered country-specific, more less independent on the
particular variable in the set. However, poolinglights the underlying structural
relationship of real interest; in such a way, tlevgrty measures constructed on
pooled data tend to be more stable than the onfsedieon one wave only.

As anticipated above, the effective sample sizeerghooling over waves, is
also strongly influenced by the data correlatiorerotime; the cumulation of the
same elements (persons, households) does not gecpaportionately the sample
size (Kish, 1990). Nevertheless, there is a sigaiit increase in the ECHP

8 After pooling, the estimate®(g, the mean of a generic variablg, referring to the period
including T waves) can be obtained by a weighted average ef ahnual estimates. “The
estimator, being a linear combination of unbiasetingators, is unbiased and optimum, in terms
of standard errors, when the annual estimatesratepiendent” (Cannari & D’Alessio, 2003). This
condition is not satisfied when all, orsaubset of individuals, aree-interviewed over time on
account of the correlation in the variables obsdrilerough contiguous waves. With regard to
income and wealth, Cannari & D’Alessio (2003) ewtkd a positive correlation, included
between 0.5 and 0.7. In these cases, the variglafithe estimates is higher than the hypothesis
of absence of correlation over time.
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effective sample size due to real variation, ovaret in the composition of the
sample, characteristics of the individuals and leba$ds, and also due to the
presence of response variability and other randdfeces which tend to be
balanced out in the averaging process (Europeann@ssion, 2005). With regard
to the ECHP ltalian Section, the effective numbémnaves resulting from the
aggregation over waves is not equal to the origmahber of cumulated waves but
is 2.76.

Subsequently, in order to assess the time effedf #ren, the opportunity of
pooling the longitudinal data over all ECHP wavdsllowing Ferrante et al.
(2004) and Fabrizi et al. (2005), we test severdsfbilities. Particularly, we note
that the effect of considering more contiguous veave surely very significant
when no auxiliary information is considered; italls for a noteworthy gain in
efficiency but, as expected, the introduction omgocovariates further increases
estimators efficiency. Similarlyre-testing the same models with the same
covariates but considering direct poverty measuteBned on only one ECHP
wave (year 2001), we obtain decreased estimatdiisieefcy compared to the
previous results. Although the inclusion of covéem makes the effect of
aggregating adjacent waves less relevant than encdse without covariates, it
does not disappear or, better still, data poolihgwes a significant larger gain in
terms of efficiency,

Actually, in order to assess the gain in efficiertbgt could be achieved by
borrowing strength across both small areas and tvhen sample surveys are
repeated in time, Rao and Yu (1994) and, succelssigther authors (Ghosh et al.,
1996; Datta et al., 2002) proposed an extensiothefbasic Fay-Herriot model
(1979). Those models on the 's depend on both area-specific effects and the

area-by-time specific effects which are correlatedoss time for each (Rao,
2003). We intentionally neglected these aspects inubrder to make also some
comparisons with the results summarised in thiskwere are going to examine
them closely afterwards.

The majority of the 103 Italian provinces provid€HP data over all waves.
As a matter of fact, there are only 10 provinceserehsurvey data for direct
estimates are not available; so, they are not demsed in the Fay-Herriot models
but it is possible to predict their poverty estiembon the basis of the regression-
synthetic estimators. Another 11 Italian provinsé®w a number of ECHP waves
lower than 8; for these provinces the sample sszeery small and, generally, less
than 30 unit¥.

o Leaving out the effect of data pooling, the meafshe ratiosMSE(EBLUP Estimaté)ySE
(Direct Estimate)are the following: 0.8105, 0.8187, 0.8191, 0.76B6%pectively, for th¢HCR_|,
HCR_NUTS2LogEquincandFM. As illustrated later, they denote increases eatioms efficiency
significantly smaller compared to the hypothesiasidering the data pooling.

19 |talian provinces without ECHP data are VerceRiddmont), Sondrio, Mantua (Lombardy),
Ascoli Piceno (Marches), Rieti (Latium), Isernia d@Nbke), Vibo Valentia (Calabria),
Caltanissetta, Enna and Ragusa (Sicily). L’Aquilabiuzzo) and Imperia (Liguria) are two
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3.2 Istat database as source for area-level provincial indicators

The Istat database of Territorial Indicators, fyealailableon-ling provides a
valuable data source for the construction saifirnational indicators. It covers
fifteen subject-matter areas with a lot of spatiadicators some of them
disaggregated at regional and provincial level.yraee measures dévelsto use
as indicators of demographical, social and econodigparities across regions or
provinces. In such a way, it allows to investigatedepth the Italian territory; so,
it is a very important source for economic researrd policy analysis. In
addition, the availability of time-series data al us to analyse some economic
phenomena over time atsab-national level.

We have chosen the Istat database for the seleofiterritorial indicators for
several reasons. It is easily accessible and caaemeto use and, most importantly,
it shows a rich body of social and economic cowasawhich may “explain” the
poverty related to the characteristics of the pmoial area. Some of those, used in
conjunction with direct indicators, notably conwuile to improving the quality of
the estimation process, in terms of efficiencysofne poverty measures. Such an
analysis allows us to determine some of the socmmemic factors contributing to
poverty levels and living standards, and to invgste in depth the territorial
perspective in the poverty analysis aub-national level.

The research and the selection of small area indlisaare two very important
phases of our procedure. Among all the Istat promaindicators, that can be used
as regressors to produce more precise poverty memsusing small area
estimation techniques, we have chosen the followmmes: Activity Rate,
Employment Rate, Unemployment Rate, Population RgnResident Population
per 100 inhabitants, Index of Territorial Concetitra of the Resident Population,
Net Migratory Rate, Hospitalization Rate, Public dpdalization Rate, Crude
Birth Rate, Crude Death Rate, Infant Mortality RaMarriage Rate, Crime Rate,
Suicides per 100.000 inhabitants, Legal SeparaRate, Divorce Rate, Gross
Domestic Product (GDP), Growth Enterprises Rate @f@griculture).

4 Monetary poverty measures astarget variables

In our study, we take into accoufdur monetary poverty measures as dependent
variables in the small area estimation models. IAsstrated above, they refer to
Italian context at NUTS3 level.

extreme cases of Italian provinces with a very $rBE®@HP sample size. The former shows one
unit on one wave while the latter shows three upitlsone wave. The provinces of Arezzo and
Sienna (Tuscany) show a sample size more than ywientividuals but less than thirty. Other
provinces with a very small ECHP sample size ardi,ABiella (Piedmont), Lodi (Lombardy),
Rimini, Ferrara (Emilia-Romagna), Massa-Carrara Bnato (Tuscany).



48 Claudio Quintano, Rosalia Castellano, and GennatmPo

Table 1: Monetary Poverty Measures; Target Variables fomBirea Estimation
Models.

HCR_I Head Count Ratie Country Poverty Line
HCR_NUTS2| Head Count RattoNUTS2 Poverty Line
LogRedEqu | Mean of Logarithm of Equivalised Income
FM Fuzzy Monetary

AIWIN|(F

In the traditional approach for the measurement polverty, the most
commonly used income poverty measure is thead Count Ratiolt is the
proportion of poor individuals in the total poputat of individuals. A poor
individual is defined as a individual whose equeral income is below a poverty
line'’. In our work, theHead Count RatioBave been computed with respect to two
poverty line levels. Poverty thresholds definedhwiéspect to income distribution
at the country level and with respect to incomdrstion separately within each
NUTS2 region. In both cases, the poverty line isado 60 per cent of the median
of the equivalised income distributibn The Head Count Ratiocaptures the
poverty incidence but it displays nothing about theensity of the deprivation of
being poor, the relative deprivation stemming frtdme income inequalities of the
poor and non-poor, and on the disparity in meanthe two sub-populations
(Dagum, 2002).

The traditional approach to poverty analysis, based the rigid
dichotomisation between the “poor” and the “non-gpdends to oversimplify
reality. It tends to wipe out all the nuances erigtbetween the two opposite
extremes of distinct material hardship and subsihntelfaré®. In other words,
poverty should be considered asnatter of degreeather than an attribute that is
simply present or absent for individuals in the plapion (Cheli & Lemmi, 1995).
In principle, all individuals are subject to powetiut to varying degrees. So, in

' For each individual, the equivalised income isided as total household income divided by
equivalised household size, obtained accordingheontodified-OECD scalelt gives a weight of
1 to the first adult, 0.5 to other household memsbaged 14 or over and 0.3 to household
members aged under 14. Each person in the sameelholds receives the same equivalised
income.

2 To identify the poverty threshold, we referredthe criterion used by Eurostat. In order to
limit the liberty of researcher, thd2Report on Income, Poverty and Social ExclusiorEimrope
(2002) recommends to define the poverty line eqwab0% of the median of the equivalised
income distribution. This Report also illustratesre poverty measures obtained according to 40,
50 and 60 per cent of the mean, and 50 and 70 gr@raf the median.

13 “Given a two-adult household with inconyeZ-¢, whereeg is an infinitesimal, and another
with null income, each of them is counted as a plbousehold. On the other hand, a two-adult
household with incomg=Z+¢ and another with incomg=1000Z are counted as two non-poor
households. That is a very strong limitation of theivariate approach to the analysis and
measurement of poverty and its policy implicatiof®agum, 2002).

In ltaly, the National Statistics Institute partheduces that problem. Beyond the official
poverty line, it defines other two poverty threstm| respectively, equal to 80 and 120 per cent of
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addition to the conventional poverty measures, pager discusses the propensity
to income povertyRuzzy Monetarythat is determined by the individual’s rank in
the income distribution and the individual’'s shamethe total income received by
the populatiof.

In our work, theFuzzy Monetarybased on the distribution function )~¢f the
equivalised income, is defined as (Cheli, 1995):

FM, =[1-F(y)]°, a=1 (4.1)

wherey; is the household equivalent income level of th@bserved unit while the
exponento is “the weight of the poorest ones compared toléss poor” (Lemmi
et al., 1997).

In order to guarantee the comparison between cdroseal and fuzzy poverty
analysis, a parameter is defined so as to make the expectddevaf the
membership function the same as the proportiomefpoor individuals defined by
the Head Count RatigCheli & Betti, 1999).

5 Evaluating the sampling errors

To evaluate a small area estimation model usingoaqulure such as EBLUP, it is
essential to analyse the production process of mfean-squared errors of the
composite poverty estimate€ompositeestimates are a weighted mixture of the
direct andsyntheticestimates. The former are derived from ECHP sudaa for
the small areas concerned, taking into accountstmapling design; the latter are
those derived by fitting an appropriate small aneadel using some of the Istat
territorial indicators, disaggregated at NUTS3 leviehe weights f;) of the linear
combination depend on the design variance relatetthé direct estimates and the
model variance of the synthetic estimates.

the consumptions per head. In such a way, it predumther two categories of poor: thBnost
poor and thegust poor.

4 The conventional approach is a special case of fizy one with the population
dichotomised as 1 if it's poor and O if it's notndividuals with an income below a certain
threshold are deemed to be “poor”, with a constaopensity equal to 1; others with an income
at/or above that threshold are deemed to be “nar*pavith a constant propensity equal to 0.

Those concepts can be extended to cover non-monaspects of living standards in the form
of “Fuzzy Supplementdryneasures. In such a way, in addition to the levemonetary income,
the living standards of households and individuzds be described by a host of indicators, such
as possession of durable goods, housing conditierpgectations, general financial situation,
perception of hardship, etc. Naturally, the quaaéfion of a large set of non-monetary indicators
of living conditions involves a large number of g$e models and assumptions. Moreover, income
poverty and non-monetary deprivation can be alaalistl in combination to construct other
composite measures indicating the extent to whioh tivo aspects of income poverty and life-
style deprivation overlap for the individual conoed. Those aspects are not considered in the
present study; we intend, anyhow, to examine thereety afterwards.
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Sampling variance- or its square-root named standard error — is2sasure of
the variability in the direct estimates being basmaly on a section of the
population. It depends on the sample design anel &iar that reason, it increases
as we move to smaller domains with smaller samessModel varianceis a
measure of the variability between the direct syrestimates and the model
estimates based on the predictor variables. Itmportant to test how well the
model fits the data.

The sampling error estimate — essential to defime weight of the direct
estimator in the mixture of the two estimators vésy complicated on account of
the high level of complexity of some poverty andpdeation measures
(particularly, fuzzy measures) compared to the mady proportions, means and
ratios; moreover, the sample designs on which they based are usually very
complex. Another difficulty comes from the fact thihe estimates of sampling
errors are themselves subject to variability, iasiag as we move to smaller
domains with smaller sample sizes.

When it is possible to adopt some simplified asstioms, we may factorise
the standard error estimate asw@bregional level into several components each of
them represents some aspects of the complexithefsampling design and the
estimation procedure (weighting, stratification asldstering, pooling over waves,
etc.). There is a considerable empirical evidengggssting that many of these
factors act more or less independently of eachrofWerma et al., 1980; 1993).
Particularly, for theHead Count Rati@nd hypothesizing that the factor effects can
be taken as multiplicative (Verma & Thanh, 1996)e wan break down the
standard errorsgerr,) into the following factors (Verma & Betti, 2005):

sterr, = se, [k, [d, [T, (5.1)

The first factor §g) represents the standard error which would beinbthin
a simple random sample of the same size, withoatcthmplexities other factors
represent. Neglecting minor factors such as théefipopulation correction, the
factorse, increases when the sample size decreases:

se = (%] (5.2)

wheresd, is the standard deviation in the population. Indefsnt of the sample
design or size, for a simple proportioand, theHCR"™) sd, is defined as:

15 Actually, the statistiHead Count Ratipas it is defined in terms of a poverty line whish
itself subject to sampling variability, is more cplex than a simple proportion. However,
empirical results (Berger & Skinner, 2003; Verm#&02) indicate that the deviation standard,
defined as above, still provides a reasonable appration for it. In other words, foHCR=p and
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sd, =4/ p-p) (5.3)

A summary measure of the effect on sampling erforavious complexities in
the design is the design factor or, its square,gegffect. It can be directly
decomposed into two components (Gagliardi et 800&): the effect of sample
weights on variance (Kish factdk,) and the effect of clustering, stratification and
other aspects of the desig.(.

Firstly, weighting may be often determined on thesis of external factors
(e.g, need to over-sample small regions; compensatiwrhigh non-response in
particular sample areas, etc.). Such weightingems$ally uncorrelated with survey
variables, tends to inflate sampling error of tkeeyal estimates (Verma & Thanh,
1996), independently of the structure of the samplish (1965, 1989) gives a
very simple expression for estimating the effecadiitrary weights:

2

ﬁ = fIrCVE(w,) (5.4)

whereCV, is the coefficient of variation of individual weitsw; in theiy, domain.

Secondly, the design factor depends on the straabfithe sample as well as
the variable being estimated. With regard to ECHRtad the European
Commission Report (2005) provides some additiom&brmation on effects of
sample weights and design effects, averaged oversdiwmld income related
variables®.

Finally, as illustrated in the section 3.1, thefactor is a measure of the
standard error decrease, because of consolidatigmowerty measures over the
eight ECHP waves. In such a way, the poverty messurave less extreme
variations compared to the results based only anveoave’.

domain sample sizen;, we can approximate its simple random sample stahderror as:
sevz{ p(l—p)J

n

% As a matter of fact, the Report summarizes Kisll alesign factors for income-related
variables for the several European Union MembeneStanvolved in the ECHP project. With
regard to ECHP Italian Section, Kish and desigridex are, respectively, equal to 1.13 and 1.86
with a joint effect equal to 2.10.

" Sometimes, it is possible to factorise the staddaror estimate at subregional level into
other three componentg,, r,. ands,. First, g, represents the gain in efficiency achieved by gsin
different poverty thresholds (such as 50, 60 angp&0cent of the median income) and then taking
an appropriately weighted average of those. In #sk, it is equal to 1 because this synthesis
procedure is not operated; poverty measures hawn m®mputed with reference to a single
poverty threshold. Second, measures the impact on the efficiency of tudbregional poverty
estimates in a hierarchical modeRdtio Approach. Third, the subpopulation factor ¢)
compares the difference between the increase inséimepling error on account of the reduced
sample size when we consider onlp@bpopulation of interest €.g, the standard errors of the
children or elderly person with the sampling error of the whole population.
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With regard to other income poverty measurdsogEquinc and FM)
considered in our work, the main differences concére computation of the
standard deviation. As a matter of fact, given generally small range of the
design effectsli{d,), a common value can be used for the set of incpmeerty
variables of interest and across different regionsthe Country (European
Commission, 2005). Obviously, foFuzzy Monetarythe standard deviation is
computed with reference to proportign which may differ significantly from the
proportionp for Head Count Ratio

6 The stepwise procedure for the selection of
covariates

With regard to the choice of the covariates in ordebuild the small area models,
after verifying the availability of territorial indators for every Italian province,
we analyse the correlation matrix amongst all passcovariates. We are also
interested in evaluating their degree of assocmtith each one of the dependent
variables (poverty measures). In fact, in ordeavoid multicollinearity problems,
we don’t include all the available covariates ircleanodel. In the case of strongly
correlated covariates, conditions being equal, wke the ones with a higher
level of correlation with the poverty measure tdiraate according to atepwise
procedure. Sometimes, we also included in the maehe statistically non-
significant covariates because they also contritotemprove the efficiency of
some poverty estimates.

Auxiliary variables matrix is composed of 19 teorial indicators referring to
2001. There are two main reasons why we choose a8Qlreference year. Firstly,
because it is the year of the census surveys aednthjority of the territorial
indicators are updated on the census results; éh auway, we have more updated
information. Secondly, because direct estimatesecénmm the ECHP data survey
which was completed exactly in the 2001.

Our analysis underlines the high level of positim@relation, significant at
95%, betweerActivity Rateand Employment Ratand the high level of negative
correlation betweerEmployment Ratend Unemployment RateThe correlation
degree betweeActivity Rateand Unemployment Rates lower than the previous
ones; that justifies the choice in considering te indicators in the small area
models jointly or, alternatively, thEmployment Ratéy itself when it is able to
explain the higher variability of the target variab

We underline the high level of concordance, siguifit at 95%, amongst all
the variables reflecting the territorial distribari of the population; especially, we
highlight the concordance, significant at 95%, betwResident Population per
100 inhabitantsandindex of Territorial Concentration of the Residétdpulation
On the basis of the above criterion, we only setao¢ of the three demographic
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variables with the higher level of explicative pawef the variability of the
dependent variable.

Moreover, there is a high level of positive corteda, on the one hand,
betweenHospitalization Rateand Public Hospitalization Rateand, on the other
hand , betweerLegal Separation Rateind Divorce Rate A high degree of
concordance, significant at 95%, exists betwé&irt Migratory Rateand Gross
Domestic ProductIn those cases, the variables are mutually exctu$or the
small area models. In the end, it is important ¢denthe correlation amongst other
covariates, rather small and sometimes with a lgmiEcance level.

The Istat official classification divides the Itafi territory into five macro
regions: the North-East, the North-West, the Ceritne South and the Islands. In
order to explore the territorial contribution toyeoty estimates, we introduce, in
the small area models, a qualitative variable otitg the geographical
localisation of the different Italian provinces anbne of the macro regions. We
need to construct four dummy variables — respebtjvior the North-East, the
North-West, the Centre and the South — to exhauwstinformation contained in
the original qualitative scale. Using binary (O¢bding, all province “members” of
a particular geographical area are assigned a oddk; provinces not in that
particular geographical area receive a code ofdllowing that coding convention,
we construct a set of dummy variables for a givategorization so that any
particular province is coded 1 on one and only dmenmy variable in the set.
Provinces belonging to geographical area “Islandsé easily identified; they
present a code O for all the dummy variables. Ttetegory, not named as a
dummy variable, is our reference grolip

In such a way, we determine some of the socio-eenndactors contributing
to poverty levels and we are able to investigateepth the territorial perspective
in the poverty analysis at a provincial level.

7 Composite estimates of income poverty measures

Each SAE model is composed of two steps. Inihpait step, we construct both the
direct estimates, in absolute terms, for each poverty nreaand for every Italian
province, and the corresponding standard erroreyTdre defined on the ECHP
data and a larger sample size is achieved by pgdairer available waves (1994-
2001). In theoutput step, we obtain the EBLUPompositeestimates, in absolute

8 \We choose the geographical area “Islands” as ¢fierence group because we simply noted
that the direct and composite poverty estimateshef island provinces are significantly higher
than the other ones. Particularly, that is truetfimHead Count Ratiaefined with respect to the
income distribution at the country levdHCR_I) and, as mirror-reflection, for thieogarithm of
the Equivalent IncoméLogRedEql Obviously, we also verified the coherence of thsults in
comparison with those we should have obtained m d¢hse of a different geographical area as
reference group.
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terms, for each poverty measure and for every dimliprovince, and the
corresponding mean-squared errors (MSE) of the stamget variable. Such a
model has been separately estimated for each ponezasure.

In order to evaluate the performance of the estimmaprocess through small
area models and, consequently, the contributionaoxiliary information on
composite poverty estimates, we define some outconeasures. Firstly, the
model parameter gammahfinkage factory) that is the ratio between the model
variance and the total variance; it is the weigiveg to the direct survey estimate
in the final composite estimate. Secondly, theor&etween the EBLUP estimated
values and the corresponding direct estimates &swl the ratio between mean-
squared error of the EBLUP estimates and mean-gquarror of direct survey
estimates are produced. The former allows to té&t éxtent to which the
modelling has modified the input direct estimatdbp latter measures the
improvement in the accuracy level of the estimates/ided by modelliny. Both
the ratio EBLUP EstimatiDirect Estimate and the ratio MSE (EBLUP
Estimatg/MSE (Direct Estimatg have unity as a benchmark. In particular, for the
second ratio, which is also an average measur@odgess of fit of the small area
models, we expect values lower than 1.

For each of the above outcome measures, we deéveral summary statistics
as themean valueover all NUTS3 areas in the model, tbeefficient of variation
(CV) of those values and thminimumand maximumvalues. To check the extent
to which the modelling has improved the efficieraayd precision of each poverty
estimate, we use, as a synthetic measure, the eongpit to one of the mean of the
ratios MSE (EBLUP EstimatéyISE (Direct Estimateylefined on each province.
The improvement degree of the accuracy of the pgvestimates is likely
correlated with the association level between aamiland target variables.

In particular, for the target variabldead Count Ratiodefined with respect to
the income distribution at the country leveKHIGR_I), we note that the ratio
EBLUP EstimatiDirect Estimateis close to unity (1.1156); it shows that, on
average, the modelling variations on direct estasatre compensated amongst the
province$’. Furthermore, what is interesting is the largengain terms of
efficiency, deriving from modelling, that is, onerage, equal to 0.3438.

19 Analysis and data processing has been carriedwotit R, a software environment for
statistical computing and graphic® is an open sourceimplementation of theS language
elaborated by John Chambers and other researchethecAT&T Bell Laboratories The R
software is freely available for researchers, paogmers and users on website http://cran.r-
project.org.

% This consideration also comes from the comparibetween the mean value of the direct
estimates (0.176) and the mean value, slightly éigbf the EBLUP composite estimates (0.180).
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Table 2: Summary statistics on performanazgtcome measures.

Shrinkage facto(y;)
Mean Cv Minimum| Maximu
m
1| HCR_I 0.4109 | 0.5195 | 0.0005 0.8174
2 | HCR_NUTS2 0.3966 | 0.5281 0.0004 0.8053
3 | LogEquinc 0.4149 | 0.5171 0.0005 0.8197
4 | Fuzzy Monetary| 0.2243 | 0.6449 0.0002 0.6121
EBLUP Estimate / Direct Estimate

1| HCR_I 1.1156 | 0.4467 0.4099 3.6424
2 | HCR_NUTS2 1.0513 | 0.3003 | 0.2780 2.3296
3 | LogEquinc 1.0002 | 0.0110 | 0.9771 1.0592
4 | Fuzzy Monetary| 1.0478 | 0.2909 0.4309 2.3770
Mean-Squared Error (EBLUP Estimate)

Mean-Squared Error (Direct Estimate)

1| HCR_I 0.6562 | 0.3546 | 0.0247 0.9420
2 | HCR_NUTS2 0.6542 | 0.3502 0.0234 0.9389
3 | LogEquinc 0.6679 | 0.3476 | 0.0246 0.9686
4 | Fuzzy Monetary| 0.5336 | 0.4087 0.0165 0.9132

Source: Our elaborations on ECHP data, Italian i8ac{1994-2001), and Istat
(2001)

With regard to the target variabldead Count Ratipdefined with respect to
income distribution separately within each NUTS3jiom, HCR_NUTS} we
obtain similar results in comparison witHCR_IL In fact, the ratioEBLUP
EstimatéDirect Estimateis close to unity (1.0513) again and the improvetne
degree, in term of efficiency, deriving from modey is, on average, equal to
0.3458.

Inevitably, parameter gamma valueg (eflect the magnitude of gain of the
efficiency. For these two poverty measures, the mammean value s,
respectively, equal to 0.4109 and 0.3966. The I¢wasnma values concern those
provinces with a small sample size

HCR_lIandHCR_NUTSZdirect estimates show a null value for some Italian
provinces. A deeper analysis highlights that thosdl values concern the
provinces with a very small sample size and, counsatly, with high standard
errors of direct estimates. As illustrated abovEHP sample size is very small for

2 For example, with regard t6iICR_NUTS2 we compare the mean value of the gamma
parameter concerning the provinces with a small@armsize (0.0092) with the mean value of the
same parameter concerning the other Italian pra@sn@.4648). This comparison highlights the
importance of the sample size to define the gamarameter and, consequently, the incidence of
the direct estimate in the final EBLUP compositéiraate.
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eleven ltalian provinces; we denote that a largangn efficiency is observed in
Italian provinces with a smaller sample size

The target variablé.ogarithm of Equivalised Incom@ogEquing shows the
lowest value of ratioEBLUP EstimatéDirect Estimatecompared to the other
income poverty measures. The highest values ofrttis are, respectively, equal
to 3.6424 for theHCR_land 2.3296 for theICR_NUTS2both values are referred
to the province of Lucca (Tuscany). For thegEquing the highest value is 1.0592
(province of Imperia, Liguria); that signifies a aher variability, in comparison
with previous target variables, between EBLUP cosifgoand direct estimatés
The gain in efficiency, on average equal to 0.33&lslightly lower than the
previous poverty measurés In particular, the largest gain in efficiency, on
average equal to 0.4664, is registered for theyfuzeome poverty measuréuzzy
Monetary”.

In our study, we use the coefficient of variatioB\) of ratios between
EBLUP composite and direct estimates as indicataraoiability of the divergence
amongst estimates before and after the modelling. dach target variable, it
allows us to obtain a relative measure of varigpiéis regards its mean value. The
lowest coefficient of variation of these ratios risgistered forLogarithm of
Equivalised Incomg0.0110) against the higher value of tHead Count Ratip
defined with respect to income distribution at tmaintry level (0.44675.

22 For example, the province of Biella (Piedmont),emd only 17 units were interviewed over
7 waves, shows a null value BICR_Idirect estimate with an elevated standard erro449); its
corresponding EBLUP composite estimate is equaDd.@/8 with a lower standard error (0.048)
and a very high gain in efficiency (close to 89%)e gamma parameter, that is the weight given
to the direct estimate in the final EBLUP composéstimate, is obviously very low (0.010).
Similarly, the province of Lodi (Lombardy), wherenlg 14 units were interviewed during 4
waves, shows #CR_I direct estimate equal to 0.25 with an elevatechadad error (0.453); its
corresponding EBLUP composite estimate is equaDd.td5 with a lower standard error (0.049)
and a very high gain in efficiency (close to 89%)ce more, gamma parameter is very low
(0.010), expressing the low incidence of directireate in the final EBLUP composite estimate.
Consequently, the lowest value of gamma parameéled0Q5) is registered for the province of
L’Aquila (Abruzzo) that is the province with the alfest number of units interviewed (1 unit over
1 wave). On the contrary, the most elevated vallugamma parameter (0.8174) is registered in
the province of Milan (Lombardy) that is the prowen with the highest number of units
interviewed (6313 units over 8 waves).

z Obviously, we exclude all the provinces where thgos EBLUP Estimate/Direct Estimate
are indefinite because of null value (or close ¢00) of the direct estimates.

% For the target variable.ogEqulng the lowest gain in efficiency is registered fdret
province of Milan (Lombardy) while, for the otherometary poverty measures, it was usually
registered for the province of Rome (Latium). Itimportant to note, however, that the sample
sizes of the provinces of Milan (6313) and Rome7@Q2differ slightly.

% Corresponding to provinces with a very small samplze, the direct estimates of the
conventional income poverty measures usually regisull values. On the contrary, the direct
estimates of the fuzzy income poverty measure atally different from zero because tRezzy
Monetarymay always capture all the poverty nuances.

% with regard toLogEquing the smaller divergence between direct and EBLWkhmosite
estimates can be also verified by comparing theimam (1.0592) and the minimum (0.9771)
values of the ratioEBLUP Estimate/Direct Estimatdooth close to unity; their difference is very
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Moreover, we use the coefficient of variation (C¥) ratios between mean-
squared errors of EBLUP composite and direct edBsiaas an indicator of
variability of gains, in terms of efficiency, denmng from small area models. Our
analysis highlights that the magnitude of the gamn efficiency for poverty
estimates at NUTS3 level derives from both sammessand goodness, in terms
of explicative power, of the territorial indicators’he highest CV value is
registered forFuzzy Monetary0.4087) while the lowest CV value is gathered for
Logarithm of Equivalised Incom@.3476). However, the difference between the
minimum and maximum CV value is not so large. Hyialhe gammaparameter
estimates show a high variability with regard tbtaeé monetary poverty measures.

7.1 Some simulation results to evaluate the performances of
small area estimators

By following Rao and Choudhry (1995) and Rao (2Q08)simulation study is
undertaken in order to assess the relative perfocmeof direct, synthetic and
composite EBLUP estimators associated to modelgtadoin this work. Later, we
compute a set of indicators describing the perforoea of the estimators on
average with respect to the non-empty Italian pmogs (n=93) representing the
small areas of interest.

In the simulated experiment, the sample of 52.683pondent households
(pooling over all suitable ECHP waves) is treatedtlae overall population; in
order to make comparisons amongst estimators ustety, we generate 500
simple random sample&®£500), each of siza=1000, from the overall population.
From each simulated sample, we calculate the dirsghthetic and EBLUP
composite estimators with respect to each targetlbke of our analysis; finally,
for each estimator and with regard to each povengasure, we compute the
following indicators:

1) Average Absolute Relative Bias (AARB), evaluatinpet bias of an

estimator

2) Average Absolute Relative Error (AARE), measurirg taccuracy of an

estimator

3) Average Relative Efficiency (AEFF), given by ratimetween Average

Relative Mean Square Errors (ARMSE) of the direatd aindirect
estimators, assessing the relative efficiency o thdirect estimators
against the direct one.

In the following formulasgst indicates the value of the indirect estimator for
thery, simulated sample wheredsis the “true” NUTS3 poverty measure:

small and equal to 0.0821. On the contrary, refgrrio HCR_I, the range is by far wider and
equal to 3.2325.
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Table 3: Comparison between direct, synthetic and EBLUP casitp estimators
(simulated data).

AARB% | AARE% | ARMSE% | AEFF%

Direct 0.7027 3.9041 12.15 100.00

1 | HCR_I Synthetic| 2.0669 2.2966 4.49 270.59
EBLUP 1.4952 1.8228 3.75 324.39

Direct 0.6675 3.6984 11.51 100.00

2 | HCR_NUTS2 | Synthetic| 1.9341 2.1756 4.10 280.6p
EBLUP 1.3930 1.7268 3.56 323.12

Direct 0.5385 1.6466 22.72 100.00

3 | LogEquinc Synthetic| 1.5658 1.3462 8.48 267.83
EBLUP 1.1268 1.3380 7.19 315.99

Fuzzy Direct. 0.6602 3.9367 11.99 100.00
4 Monetary Synthetic| 1.9197 1.6505 2.63 455.30
EBLUP 1.3815 2.0172 2.86 419.06

Source: Our elaborations on ECHP data, Italian i8adt1994-2001), and Istat (2001)

Results confirm, for all the poverty measures cdesd in our work, the
significant gain in efficiency derived from areaesffic small area models. As a
matter of fact, EBLUP composite estimators show tamest AEFF and the
smallest AARE values; in particular, AEFF validatd®e noteworthy efficiency
gains for theFuzzy Monetary

As proved by empirical results, the direct estimatmverestimate the
variability amongst the Italian provinces due te tbffect of the sampling error
which increases with the decreasing size of samiplése areas whereas the same
results show that the synthetic estimators perfaignificantly better than the
direct ones; probably, due to the fact that, unlidkieect estimators, synthetic
estimators take into account the relationship betwpoverty measures and some
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exogenous information. However, this reduction iarignce is partly counter-
balanced by the bias inherent in synthetic estisvateptured by mean-squared
error.

So, EBLUP composite estimators, being an optimallgighted mixture of
direct and synthetic estimators, are more likelyrafiect the true variability than
either of the two; as a result, it balances theepbal bias (AARB) of synthetic
estimators against the instability of the direcesnThat advantage becomes more
and more marked as we move to smaller domains snthller sample sizes (i.e.,
in Italy, from regions to provinces).

8 The goodness of the indicators and the territorial
perspective in the poverty analysis at a sub-national
level

In order to evaluate thgoodnessin terms of explicative power, of the territorial
indicators that we selected to define synthetitnesttes, we analysed the territorial
indicators as regards each target variable. Sanwestigated in depth th&epwise
procedure for the indicators selection and its @fen terms of variability of the
composite estimates. Our analysis, conducted abwainial level, highlights that
the gammaparameter values derive from the reliability ofedit estimates; in fact,
gammaincreases with the increasing size of the samiplébe provinces. There is
a positive relationship between the sample size thedweight given to the direct
estimate in the final composite estimate. Hencegjleuwy information advantages
become more marked as we move to provinces withllemaample sizes; the
gains in efficiency decrease with the increasingesbf subsamples in the
provinces.

In other words, the gains from modelling are moigngicant when the
breakdown level increases. In fact, small areamesion models improve only
marginally the efficiency and the precision levefshe direct estimates at country
level, especially when survey data can be cumulatedt time, as in our analysis.
The gains from modelling are obviously more sigeafit at a regional level and,
even much more, at a provincial level.

Such poverty analysis is also interesting in detemg some of the socio-
economic factors contributing to poverty levels ahding standards. Their
exploration is essential for both policy formulatioand implementation to
eliminate the main causes of poverty, such as utynent problems, family
conditions, social and environmental difficultiemda many other aspects not
reflected in our analysis.

As illustrated above, in our work thdead Count Ratiokave been computed
with respect to two poverty line levels while theizzy Monetaryhas only been
computed with respect to the income distributiopagately within each NUTS2
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region. The strategy to define poverty measuresh wiaspect to the regional
income distribution allows to consider, within litej some territorial specificities.

Regression coefficients of thdummy variables evaluate, on average, the
distance between synthetic poverty estimates ofrikelar provinces and synthetic
poverty estimates of the other Italian provincegt mof effects of the other
regressors. In other words, for each Italian proginthe regression coefficients
assess the effect of being in a particular geogcaplarea in comparison with the
reference category. For example, with regard to H@&R_|, the coefficient for
North-West shows that, on average, those provii@ase a poverty incidence of
0.099 lower than insular provinces. As they sag,ltitation of an Italian province
in the North-West of the Country rather than thiandsls has a positiveffecton
poverty incidence.

In relation to Head Count Ratip defined with respect to the income
distribution at the country leveHCR_|), the most significant covariates tend to be
Activity Rate Unemployment RateResident Population per 100 inhabitardad
Growth Enterprises Ratélhe latter is significant at 95% level while tbthers are
significant at 99%. Similarly, in relation télead Count Ratip defined with
respect to income distribution separately within clea NUTS2 region
(HCR_NUTS2, Resident Population per 100 inhabitanfgeserves the high
significance level of 99%; the significance level Growth Enterprises Rate
improves and, finally, the significance levels Ativity Rateand Unemployment
Rateare, respectively, equal to 95% and 90%.

It is interesting to note that both of the convensal poverty measures above
illustrated show the same sign of the coefficieatsthe statistically significant
covariates. In particular, the target variableshbehow a negative relationship
with Activity Rateand Resident Population per 100 inhabitanasid a positive
relationship withUnemployment RatandGrowth Enterprises Raté

With regard toLogarithm of Equivalised Incom&ogEquing, the majority of
the covariates -Activity Rate Unemployment RaterResident Population per 100
inhabitants Crude Death Rateand Growth Enterprises Rate are significant at
95%; Gross Domestic Produas significant at 90% level. Finally, in relatido
Fuzzy Monetarycomputed with respect to income distribution sapay within

2 Catania and Agrigento (Sicily) are the Italian yirces with the highest
HCR_I composite estimates, respectively, equal to 0.4868 0.482. They are
immediately followed, with similar values, by othirsular or southern provinces
as Nuoro (Sardinia), Foggia (Apulia) and CosenzaldBria). An other southern
province with a high poverty incidence (0.414) iotone (Calabria), which shows
the lowest activity rate (0.372) and an unemploymrete (0.171) by far greater
than its mean value. On the other side, the praviot Bolzano (Trentino-South
Tyrol), with the highest activity rate (0.587) amadvery low unemployment rate
(0.018), shows a low poverty incidence (0.083). é@thalian provinces with very
low HCR_I values are Ferrara, Rimini (Emilia-Romagna) andh&e (Liguria),
respectively, equal to 0.040, 0.043 and 0.047.
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each NUTS2 region,Resident Population per 100 inhabitanend Growth
Enterprises Rat@reserve the high significance level that is, exdjwely, equal to
99% and 95%Unemployment Rates significant at 95% andlarriage Rateat

9094

Table 4: Parameter Estimation and Significance Level.

Independent variables HCR_I HCR_N2 LogEquinc MFuzzy
onetary
Intercept 0.4618&** 0.2909* 7.8776** 0.0223
Activity Rate -0.757F** -0.4939* 1.5275*
Unemployment Rate 0.8028** 0.337% -0.8490* | 0.3469*
Resident Population per 10D
inhabitants -0.1958** | -0.1976** | 0.2650* | -0.1518**
Crude Birth Rate
0.9862
Crude Death Rate 3.0416*
Marriage Rate ' 2.1750
Suicides per 100.000 -0.2690 _0.8444
inhabitants . 0.7376
Legal Separation Rate 1.1677
Divorce Rate * * 1.7817*
Growth Enterprises Rate 2.3773 3.0945** _4'3522 '
Gross Domestic Product * ' 0.001 0.0121
(GDP) -0.0990 0.1263* : "
North-West -0.0979% 0.0692 0.1198 00923
] -0.0947** 0.0498 0.0916 0.0060

North-East 0.0398 -0.0367
Middle -0.0679** : 0.0849* '
South -0.0226

Significance levels: *** 99%; ** 950%; * 90%
Source: Our elaborations on ECHP data, Italianti®n (1994-2001), and Istat (2001)

In short, there are some territorial indicators sistently significant for all the
target variables. Particularl{Resident Population per 100 inhabitarasd Growth
Enterprises Ratare consistently significant at least at 95% lewdiemployment
Rate is consistently significant al least at 90% lev#l.we circumscribe our
analysis to the traditional income poverty measuves note that the consistently
significant covariates tend to increase; in patdcueven theActivity Rateis
added.

Some other covariates Grude Birth Rate Suicides per 100.000 inhabitants
Legal Separation Ratand Divorce Rate— are never statistically significant. We

2 tis interesting to note that also tRezzy Monetaryshows the same sign of the coefficients
of the statistically significant covariates compaite the ones of the conventional income poverty
measures. With regard toogEquling the signs of the same statistically significaovariates are,
of course, the exact opposite of those of @R _I and HCR_NUTS2 The LogEqulincis the
target variable with the higher number of statialig significant covariates.
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decided to include them in the small area modelsabse they also partly
contribute to improving the efficiency of some payeestimate¥.

In the end, a consideration refers to the econamtierpretation of territorial
indicators used to define the composite povertynesies. For example, with
regard to theGrowth Enterprises Rate that is the ratio between the difference
among the registered and stopped enterprises inydes and the stock of
enterprises existing at the end of the previousr yeait is essential that its
interpretation is effected by considering all thder indicators and, particularly,
in relation to the activities, employment and unéoyment leveld.

8.1 Thelocation effect on poverty estimates

With regard to theHead Count Ratipdefined with respect to income distribution
at the country levelHCR_I), all dummy variables included in the small area
model are statistically significant at least at 9%%el. Thet tests for individual
coefficients show that the expectdtiCR _| for each province belonging to a
particular geographical division is significantlifférent from that of the reference
group. In other words, the negative coefficients &l the dummy variables
indicate that the predicted synthetic estimateshefHCR | are, for the provinces
belonging to the North-West, the North-East, thentte and the South of Italy,
fewer than the predicted values for the insular vproes. Obviously, the
differences amongst poverty measures belonging iderdnt geographical
divisions are captured by the entire set of dummayiables rather than by any
single dummy variable.

29 With regard to the territorial distribution of ltan provinces in relation tbuzzy Monetary
we note that the highest values are registeredherprovinces of Nuoro, Cagliari (Sardinia) and
Catania (Sicily) which are, respectively, equal@82, 0.266 and 0.280. On the contrary, the
provinces with the lowest values of tReizzy Monetarcomposite estimates are Trieste (Friuli-
Venezia Giulia) and Prato (Tuscany) which are, essively, equal to 0.062 and 0.078. As
illustrated above, in relation tBuzzy Monetary beyond the traditional economic covariates, a
social territorial indicator, that is thdarriage Rate is added as statistically significant variable;
in fact, their degree of positive correlation isegdately high (close to 0.60). On the one hand,
Ferrara (Emilia Romagna), Biella (Piedmont), Raverand Bologna (Emilia Romagna) are the
Italian provinces with the lowest marriage rate W lawer than 0.037 — with lowFM values
(significantly smaller than their mean value); ometother hand, Foggia (Apulia), Palermo
(Sicily), Crotone (Calabria) and Naples (Campan#éag the provinces displaying the highest
marriage rate — all higher than 0.20 (significantipre elevated than their mean value). However,
the differences amongst fuzzy poverty estimateateel to different Italian provinces are captured
out of the entire set of covariates consideredunanalysis.

% The Growth Enterprises Rathighlights the birth and death levels of the eptexes without
considering the correlated employment effects. &ctf it is possible that the birth of new
enterprises, that causes an increase in the employfevel, is followed by the death of a lower
number of enterprises but larger in terms of emptbynits. Since th&rowth Enterprises Ratis
not able to note that phenomenon, only an integraaealysis with the employment and/or
unemployment rates provides a better interpretatdrthe effects of these indicators on the
composite poverty estimates.
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Similarly, in relation toLogarithm of Equivalised Incom@.ogEquing, all
dummy variables included in the small area model statistically significant at
least at 90% level. The signs of the coefficientshe dummy variables — that are
the exact opposite of those of tHER_|— express a positive relationship with the
target variable. In other words, the positive ceéints for all the dummy
variables indicate that the predicted syntheticnestes of theLogEquincare, for
the provinces belonging to the North-West, the Ndtast, the Centre and the
South of Italy, higher than predicted values fog thland provinces.

From an overall view, we note that with regardHead Count Ratipdefined
with respect to income distribution separately witheach NUTS2 region,
(HCR_NUTS2, and Fuzzy Monetary the dummy variables are not statistically
significant. Probably, it is due to the fact thebse poverty measures are defined
with respect to income distribution separately witbach NUTS2 region; in such
a way, they also include the territorial perspeetiv

Nevertheless, by ranking NUTS3 regions by thkan of Logarithm of
Equivalised Income(LogEquing, the main point brought out is the huge
disparities amongst Italian provinces and, consatjyethe high level of negative
correlation with the poverty measures; as expecaedpss provinces, the average
monetary deprivation increases with the decreasevgl of income. Comparing
the conventional and fuzzy income poverty measwwesdenote some significant
differentials across Italian provinces; so, we ab¢e to provide some additional
insights in the analysis of territorial distributioof deprivation. In particular,
geographical areas with the highest concentratigmowerty (the Centre, the South
and the Islands) show mean values BM significantly higher than the
correspondingHCR_NUTS2 that denotes an even more acute poverty situstion
in terms of lower income levels, that the tradidbrmeasures aren’t able to
capture. Consequently, ratiégdM/HCR_NUTS2across provinces are consistently
higher than 1 with decreasing values from the Idtar(1,1630), the Centre
(1,1974) and the South (1,0630). Those differesttiminish as we move towards
the richest provinces of the North-East (0.9941y ahe North-West (0.9416)
where previous ratios are slightly lower than utity

In relation toHCR_IandLogEquing by comparing the estimated coefficients
of dummy variables, it is possible to note the e@asing distribution, in absolute
values, of these coefficients as we move from tloetiNWest and the North-East
to the South and the Islands. With regard to batwipus target variables, the
differences between the coefficients of dummy Malea concerning the North-
West and the North-East are small but always gstedidy significant. More

3 As expected, the highest values of the ratio FMRHEIUTS2 is registered for insular and
southern provinces, as Sassari (Sardinia), Syraclsssina (Sicily) and Taranto (Apulia),
respectively, equal to 1.348, 1.456, 1.555 and Q.3Dn the other side, the lowest values of the
same ratio is detected for northern provinces, &ill&8 (Piedmont) and Forli-Cesena (Emilia
Romagna), respectively, equal to 0.737 and 0.793.
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marked is their distance from the coefficients bt tCentre and, finally, this
distance is perfectly clear in comparison with 8wuth.

Finally, it is important to note that if an incides poverty analysis, conducted
with respect to income distribution at country levelearly highlights the
enormous territorial differences between the Noatid the South of Italy, an
incidence poverty analysis, conducted with respéat income distribution
separately within each NUTS2 region, notably reducthese distanc&s
Nevertheless, with regard to Italian provinces mhky theHCR_NUTS2 the
poverty patterns are substantially uncharigddence, it’s interesting to note how
residence in the southern provinces often cong$ta prerogative of the poverty
status®. Even though at a lower degree of territorial dig@gation, this distinctive
characteristic of the Italian economy has been lyigenfirmed by many studies
on poverty and living conditions. Particularly, véis of this kind have been
obtained by Coccia et al. (2003), who have perfatrmeme comparative analyses
at a regional level; Istat (2006), highlighting howwe risk of poverty varies
significantly across most demographic, social andainly, geographical
dimensions, emphasizes the greater risk of povarhongst those households
living in the South of Italy compared with thosevitig in the North and,
especially, how large those differentials are; aederal other studies (Betti &
Verma, 2004; Brasini & Tassinari, 2004; Mastrovéata al., 2003) whose aim is
also to identify many other aspects of poverty, redtected in our analysis, that an
income approach overcomes.

9 Concluding remarks and further developments

As illustrated above, empirical results derivingrfr our analysis emphasize a
distinctive characteristic of Italian economy thatthe huge territorial differences
of socio-economic conditions of the Italian popidat Poverty incidence analysis
clearly highlights the gap between the “rich” nath provinces — with incidence
poverty rates usually lower than their mean valund the “poor” southern ones —
with incidence poverty rates usually higher thaeithmean value. With regard to
each ltalian province, by comparing direct and cosife estimates of poverty

%2 The lower variability of theHCR_NUTS2estimates in comparison with thdCR_I is
expressed by a standard error, on the average] ém@a045, that is notably lower than the mean
standard error of thelCR_1(0.134).

3 As a matter of fact, in that context, insular authern provinces, as Nuoro, Cagliari
(Sardinia), Catania (Sicily), Catanzaro (Calabrad Foggia (Apulia), keep their severe poverty
status, respectively, equal to 0.312, 0.2637, 0.20265 and 0.257. On the other side, the
province of Prato (Tuscany), Trieste (Friuli-Venefiulia), Rimini (Emilia Romagna) and Genoa
(Liguria) show the lowesHCR_NUTSZ2respectively, equal to 0.019, 0.046, 0.084 arD.

34 As demonstrated, northern and central Italian proes show lower values for all the income
poverty measures than their southern and insulantaparts; so, as a mirror-reflection, northern
and central provinces confirm greater values famome than southern ones.
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incidence we denote the North-Souwthalism with a high presence of poor in the
southern and insular provinces. The values of drget variableLogarithm of
Equivalised IncomgLogEquing, substantially higher in the northern provinces
than the southern ones, confirm that situation.

The results we obtained are interesting, taken aghale. The noteworthy
efficiency gains for the poverty measures and thghhlevel of statistical
significance of the majority of the territorial iwétors highlight the model
adequacy. As demonstrated above, such performasceonfirmed by all the
outcome measures and quality indicators (Rao, 2@33jvell as by Spearman’s
rank correlation between direct and composite emt@sr.

As exhaustively illustrated, in our paper we coesetl several income poverty
measures and we preferred to extend the analysia tozzy measure treating
income poverty as a matter of degree. This allowsidentify not only the
individuals but also the areas which, more thanerth need structural
interventions. Comparing and contrasting the cotesal and fuzzy poverty
measures illuminates differentials in the level antensity of poverty amongst
geographical areas and it allows to achieve adadtioinformation for policy
formulation and implementation in order to remove at least, to reduce the
potential causes of poverty.

In addition to the income poverty measures, thengwstandards of households
and individuals can be described by a host of neamatary indicators according to
a multidimensionalapproach. By appropriately weighting non-monetadicators
of deprivation, it is possible to construct quaatiive indices of deprivation in its
various dimensions, thus viewing non-monetary degiron also as a matter of
degree (Betti & Verma, 2004). Nowadays, the ECHRstibutes an important data
source for a multidimensional poverty analysis hesea it provides a lot of
indicators that can be classified in several homeges groups, each of them
representing specified poverty dimensions. In tHé-HLC (European Union—
Survey on Income and Living Conditignmoject, which will provide two types of
annual data, cross-sectional and longitudinal, egelaset of non-monetary
indicators has been inserted that will allow toesd the comparative poverty
analysis according to a multidimensional and fuzgpproach, at national and
international levef. We deliberately neglected these aspects but wendhto
examine them closely afterwards.

% For all the poverty measures considered in ouryasis the Spearman’s rank correlation
tends to 1. It signifies that the ranks of the ttypes of estimates, direct and composite, are
substantially the same. Particularly, the Spearmaahk correlation is equal to 0.87 fHICR_],
0.84 forHCR_NUTS20.92 forLogEquincand 0.75 fo-M.

% ECHP was a pioneering European survey until 2001s currently being replaced by data
collection under the EU-SILC Framework RegulatioNo( 1177/2003, 16 June 2003) and
associated Implementing Regulations. For EU-SIL@onity is given, apart from timeliness for
cross-sectional and longitudinal data availabilityo flexibility, comparability and full
geographical coverage. Henceforth, EU-SILC is tocdmee the EU reference source for
comparative statistics on income distribution andial exclusion at European level.
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Another consideration is related to sample sizeswfeys available that are
probably too small to provide data for estimatiaN&TS4 or NUTS5 level. Even
after aggregation over waves, ECHP doesn’t allowathieve poverty estimates
beyond NUTS3 level; similarly, Istat database ofriterial Indicators provides a
valuable data source for the constructionsof-national indicators with up to
NUTS3 breakdown at most.

Nevertheless, the wider sample size of the EU-Sitalian Section and its
specific rotational desigh recommended by Eurostat, could allow for an
immediate improvement in the efficiency of direaverty estimates at least for
the NUTS2 level, allowing to extend further the pibslity of testing methods to
obtain reliable estimates for a higher degree dtigp disaggregation as well as
the opportunity to improve the analysis of terrigddisparities®. However, further
aspects of this problem could be investigated.drtipular, with regards to poverty
estimates, it would be quite interesting to assbes potential gain in efficiency
when time specific random effects are considerexydver, we propose to study
them closely afterwards.

Finally, the small area models, we adopted in capgy, consider the random
area effects as independent. In practice, it wdaddmore reasonable to assume
that the random area effects between neighbourmegsaare correlated and the
correlation decays to zero as distance increasas,(R003; Singh, 2005; Pratesi &
Salvati, 2005; Petrucci et al., 2005; Petrucci &/&#, 2004, 2005). In the present
study, we neglected these aspects; we intend, anytm examine them closely
afterwards in order to explore the spatial dimensicof the data and their
contribution in terms of improvement of the compgegoverty estimates.
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3" The theoretical sample size of the EU-SILC Itali@aection is nearly to 32.000 households,
by far wider in comparison with a single ECHP wawotational design refers to the sample
selection based on a number sfibsamples, each of them similar in size and desigd a
representative of the whole population. From onaryte the next, somsub-samples are retained,
while others are dropped and replaced by setwysamples.

3 n the hypothesis of partially overlapping sampléSsh (1999) recommended “rolling
samples” as a method of cumulating data over timealbse they aim at a much greater spread to
facilitate maximal spatial range for cumulation oviene. This, in turn, will lead to improve small
area estimates when the periodic sample are custii@®ao, 2003).
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