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Some New Construction Methods of Variance
Balanced Block Designs with Repeated Blocks

Bronistaw Ceranka and Matgorzata Graczyk

Abstract

Some new construction methods of the variance balancedk blesigns with
repeated blocks are given. They are based on the speciglinedct of incidence
matrices of the balanced incomplete block designs.

1 Introduction

In the paper we present some types of block designs, whichsa@ in practice as well
as in the general theory of block designs. For a variety cfoms, it is desirable to have
the balanced incomplete block design with the block rejpetst because it might be less
expensive and easier to implement. In many applicatioesgxiperimenter may not wish
to run certain treatment combinations. For example, it igsptally impossible to run
three or more treatments combinations in one block. Howd#visrcombination may pro-
duce observations which no longer conform to the homostiedasar model. Foody
and Hedayat (1977) present some potential applicatiorigedi@lanced incomplete block
designs with repeated blocks to experimental designs amladled sampling. Designs
with repeated blocks with the equireplications and withaaize of each block are dis-
cussed in the literature: Hedayat and Li (1979), Hedayatthmedng (1984). However
from a practical point of view, it may not be possible to const a design with equiblock
sizes accommodating the equireplication of each treatineali the blocks. Here we
consider a class of block designs called variance balanki besigns which can be
made available in unequal block sizes and for equal repbiest In the variance balanced
block design each elementary contrast is estimated witkdhee variance.

Let us considew treatments arranged fblocks in a block design with incidence
matrix N = [n;;], i« = 1,2,...,v, j = 1,2,...,b, wheren;; denotes the number of
experimental units in thgth block getting theth treatmentp = "7, 2?21 n;;. When
n;; = 1 or0 for all « andj, the design is said to be binary. Otherwise, it is said to be
nonbinary. In this paper we consider binary block designgy.orhe following notation
is used:r = [ry,79,...,r,] is the vector of treatment replicatioris,= [k, ko, ..., k] is
the vector of block sizes. Hend1, = r andN'1, = k, wherel, is thea x 1 vector of
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ones.
The information matrixC for treatment effects is defined as

C=R-NK'N, (1.1)

whereR = diag|[ri,79,..,7], K = diag[ki, ks, ..., ky) . The information matrixC is
very suitable in determining properties of a block designs.

For several reasons, in particular from a practical pointieW, it is desirable to have
repeated blocks in the design. For example, some treatroertiinations may be prefer-
able over others, and also the design implementation mayldtesently according to the
design structure contains or not repeated blocks. The st distinct blocks in a block
design is called the support of the design and the cardynaflithe support is denoted by
b* and is referred to as the support size of the design.

In the literature, see Calihski (1977), Puri and Nigam (@)97here are considered the
balanced designs in various senses. In present paper wigeleoasalanced design of
the following type, given in Rao (1958). A block design iscsto be balanced if every
elementary contrast of treatment effects is estimatedtivélsame variance. In this sense
the design is also called a variance balanced (VB) bloclgdesi

It is well known that a block design is a VB if and only if it has

C=n [Iv - 311,1;} , (12)
v

wheren is the unique nonzero eigenvalue of ie- matrix with multiplicityv — 1, I,
is thev x v identity matrix. For a binary block design

Ele ri—b

= v—1

(see Kageyama and Tsuji (1979)).

In the particular case, when the block design is equire@dahen; = ”J_‘lb.

2 Construction of the design matrices

Now, we consider balanced incomplete block design (BIB@e(Baghavarao (1971)) as
an arrangement aftreatments intd blocks each ok (< v) treatments, satisfying condi-
tions: every treatment occurs at most once in each block exut® inr blocks, every pair
of treatments occurs togetherirblocks. The parameters of the BIBD ate b, r, k, A
and they satisfy

vr = bk, AMv—1)=r(k-1).

Let N be an incidence matrix of the BIBD. We have\N' = (r — \)I, + A1,1,. Itis
known from literature, that any BIBD is VB.
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Theorem 1 If N; is BIBD with parameters v, b;, r;, k;;, X\ and C; is
C— matrix for 1 =1,2,....t, then

N=[N; Ny ... NJ (2.1)
isthe incidence matrix of the VB block design.

Proof. For the design N in (2.1), we have rzz;lri, k =
[k11,, ko1, ... K1y, . Thus

C=rI,—NK'N =7, -3 INN; =" rI, — > +N;N;

= 25:1 (TiIv - %NZN;) = E;:l Ci.

The desigrN; is VB as BIBD. Therefore from (1.2), we have

C= 22:1 Up (Iv - %1111;;) = (Iv - %101;) , wheren = 2221 ;-
Hence, the claim of the Theorem.

We use the following specialized product of two matricesspreed in Pal and Dutta
(1979). If A = (ast)mxp, and B = (b.)mxq, then the specialized product of the
matricesA andB is defined as

D =AxB = (dy)mxpq: (2.2)

wheredy = ay x b;,, [ being equal tdt — 1)g+zfors =1,2,...m, t =1,2,....p, z =
1,2,...,q.

LetN;, i = 1,2, be an incidence matrix of the BIBD with parametersb;, r;,
k;, A\;. Let C; be theC—matrix of this design defined ly;. Now, we form the matrixN
as

N =N; * Na. (2.3)

Theorem2 If N; is an incidence matrix of the BIBD with parameters
v, bp=vw-1)/2, m=v—-1, k=2, XN =1 and N, isanincidence
matrix of the BIBD with parameters v = by, 1, =ky =v—1, Xy = v — 2, then
N inthe form (2.3) is an incidence matrix of the VB block design with repeated blocks
and with parameters
v, b=v*(v—-1)/2, r=(w-12 k= i Lu-nw-2)2 . b =v(v+1)/2.
v(v—1)
Proof. For the product (2.3) to hold, we ha®é¢ = [N; ® 1,_, I,® 1, ,].Hence, the
information matrix C = (v—2)C;. Therefore, taking into consideration Theorem 1,
N is an incidence matrix of the VB block design with repeateatk$. So, the Theorem
is proven.
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Let us consider the class of BIBD’s far= 3 and\ = 1 usually known as Steiner’s triple
system. There are only two series of Steiner’s triple systégee Raghavarao (1971))
with respective parameters foe= 1,2, ...

v="6t+1, b=t6t+1), r=3t k=3 A=1 (2.4)
v=32t+1), b=(2t+1)Bt+1), r=3t+1, k=3, I=1. (2.5

Steiner (1853) posed the problem whether the two seriesRDBIwith parameters given

in (2.4) and (2.5) exist for everyand later on Moore (1893) and Hanani (1961) recursive
methods of constructing Steiner’s triple systems for alle given. For a detailed account
of showing the existence of such designs see Hall, Jr. (1967)

Theorem 3 If N; isan incidence matrix of the BIBD with parameters given in (2.4)
and N, isanincidence matrix of the BIBD with parametersv = b, = 6t + 1, 15 =
ko =6t, Xy =6t — 1,then N intheform (2.3) isan incidence matrix of the VB block
design with repeated blocks and with parameters

v, b=t(6t+1)?2 r=18> k= 3+ Laa-nors1) , b* = 4t(6t +1).
2 - 1346041)

Proof. For the product (2.3), we halé = [Nl ® 1'2(3t_1) N3:| , whereNN; is an inci-
dence matrix of BIBD with parameteis= 6t + 1, b3 = 3t(6t + 1), r3 = 6t, k3 =
2, A3 = 1 and with information matrixCs;. ThusC = 2(3t — 1)C; + Cj. Therefore,

taking into consideration Theorem Iy is an incidence matrix of the VB block design
with repeated blocks. Hence, the result.

Theorem 4 If IN; isan incidence matrix of the BIBD with parameters given in (2.5)
and N, isanincidence matrix of the BIBD with parametersv = by, = 3(2t +1), 1y =
ke =2(3t+1), X =6t+1,then N intheform (2.3) isan incidence matrix of the
VB block design with repeated blocks and with parameters

v, b=32t+1)2Bt+1), r=203t+1)? k= 3 Lo ey
2+ 1302641)(3t41)
b* = 4(2t + 1)(3t + 1).

Proof. For the product (2.3), we hade = [N1 ® 1'6t N4} , whereN, is an incidence
matrix of BIBD with parameters v = 3(2t + 1), by = 3(2t + 1)(3t + 1), ry =
23t +1), ky =2, Ay = 1 and with the information matrixC,. Hence the information
matrix C is given as C = 6tC; + C,. Owing to Theorem 1 it implies, thalN is an
incidence matrix of the VB block design with repeated blo&s, the Theorem is proven.

Theorem 5 If IN; isan incidence matrix of the symmetrical BIBD with parameters
v=>by, r1 = ki, A, then N intheform
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is an incidence matrix of the VB block design with repeated blocks and with parameters

v, b=v} r=r k= [ ];\1111;(”_1) } L0 =v(v+1)/2.
Proof. For the product (2.6), we hav® = [N; N5 N;], where N; is an incidence
matrix of BIBD with parametersv, b5 = v(v —1)/2, r5 = ri(r1 —1)/2, ks =
A, A5 = (ri(r1 —1)(\ = 1))/ (2(v — 1)) and with information matri>XCs. Thus the
information matrix C = C; + 2C5. That meansIN is an incidence matrix of the VB
block design with repeated blocks, because of Theorem 1céjé¢he claim of the Theo-
rem holds.

Corollary 1 If N; isan incidence matrix of the symmetrical BIBD with parameters
v="b =4t+3, ri =k =2(t+1), M\ =t+1, 4t+3isaprimeor aprimepower,
then N inthe form (2.6) is an incidence matrix of the VB block design with repeated
blocks and with parameters v, b= (4t +3)%, r=4(t+1)%

2(t 4+ 1) - Lygys }
k — b= 2(t 4+ 1)(4f 4 3).
(t+1) - Loer1)(aets) (4 1) )

Corollary 2 If N; isan incidence matrix of the symmetrical BIBD with parameters
v==>0b =42 r =k =t2t+1), X\ = t(t+1),then N in theform (2.6)
is an incidence matrix of the VB block design with repeated blocks and with parameters

t(2t + 1) ° 14t2
v, b=16t", r=2t+1)? k= C b =212(482 + 1),
( ) t(t + ]_) . 14t2(4t2—1) ( )

Corollary 3 If N; isan incidence matrix of the symmetrical BIBD with parameters
v=>b =4 -1, rn =k = 2t3, )\ = t} then N in the form (2.6) is
an incidence matrix of the VB block design with repeated blocks and with parameters

2 .
v, b=(42 12, =4t k= [ A7 La } b =204 — 1),
1% - 1y —1)@2—1)

Corollary 4 If N; isan incidence matrix of the symmetrical BIBD with parameters
v=>0b =847 1 =k =4(t+1), A\ = 2(t+1),then N in theform (2.6)
is an incidence matrix of the VB block design with repeated blocks and with parameters

A4t +1) - 1g47r
. b= (8t+7)2 =16(t + 1)2, k:{
! ( Soor ( ) 2(t 4+ 1) - Lyueqs)(se47)

b =4(t+1)(8t+ 7).

Corollary 5 If N; isan incidence matrix of the symmetrical BIBD with parameters
v=b =t2+t+1, r =k =t* X\ =t({t—1), wheretisaprimeor aprime
power, then NN in the form (2.6) is an incidence matrix of the VB block design with
repeated blocks and with parameters v, b= (2 +t+1)2, r =1t

12 1p
k = it L b= Ht+ D2+t +2)/2.
t(t = 1) Ly 441) ( A )/
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Corollary 6 If N; isan incidence matrix of the symmetrical BIBD with parameters
v=>b =(t+1)t2+1), r,=k =t X\ =t3(t—1),where t isaprimeor a
prime power, then N in the form (2.6) is an incidence matrix of the VB block
design with repeated blocks and with parameters v, b= (t+ 1)*(t* + 1)

3.
r = t6, Kk — t2 1(t+1)(t2+1) . b= (t+1)(t2+1)(t3+t2+t+2)/2.
2t = 1) - Lyggry@2 41024641

Corollary 7 If N; is an incidence matrix of the symmetrical BIBD with parame-
ter's v = b, r =k =v—-1, A = v —2 then N in the form (2.6) is
an incidence matrix of the VB block design with repeated blocks and with parameters

v, b=v* r=(v-1)>3 k:[g:;;:iz(v_l)}, b*=v(v+1)/2.

3 Conclusionsand examples

The importance of block repetition in a design is very welbkm, so many authors pay
special attention to the construction rules and a pracpoaperties of designs having
repeated blocks. So, we present appropriate examples sfraotions of the design ma-
trices.

Example 1 Let us consider the BIBD (See Theorem 2) with parametets 4, b; =
6, r1 = 3, ki1 = 2, A\ = 1 with incidence matrixN; and the BIBD with parameters
v=4, by =4, 1o =3, ko = 3, Ay = 2 with incidence matrixIN,, where

O = =

le ) N2:

= O O
S = O =
—_— o = O
_— o O =
O = = O

1
0
1
1

O = =
—_ O R
T )

0

Based on the matricedN; and N,, we form the incidence matriXN in the form (2.3)
of the VB block design with repeated blocks and with paransete

v:4,b:24,r:9,k:{2'112}71)*:10,

1
1 11000O0O0O111O0O0O0O0O01T11O0O0O0O00
N — 11 0100O0OO0OO0OO0OO0OCO1IT1O0O1O0OO0OO0OO0OT1IT1OQ01
100001011101 10000O0O0O0ODO0OD0DO0D0DTTO0T1T1
0000011 1O00OO0O0OO0O0OO0ODI1ITI1TI1ITO0OI1ITI1IT1TO0DQO0OQO0OSFQO0

Hence, after permutation of columns, we hawd = [N; N; I, I, I].

Example 2 Let us consider the BIBD (See Theorem 3) with parameters b; =
7, r1 = k1 = 3, A\ = 1 with incidence matrix N; and the BIBD with parameters
v=>by =17, ry = ky =6, Ay = 5 with incidence matrixN,, where
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z

|
OO O R O
O O O = O
_ -0 O O
OO O = O
—=_0 O O = O
_ O~ EF~, OO
— O, P, O OO

Z

I
—_ = = =~ O
— == O
— = = O~
o= = O
— — O~ = = =
— O = = = = =
e e e

0 0 0

Based on the matricedN; and N,, we form the incidence matriXN in the form (2.3)

of the VB block design with repeated blocks and with paramsete

V=T b=49, r =18 k= | S 1= |
219

N =[N; N; N; N; Nj],whereN;is an incidence matrix of BIBD with para-

metersy =7, b3 =21, r3 =06, ks =2, \3 =1,

b* = 28 and, after permutation of columns,

11111100000O0OO0O0O0OO0O0O0O®O0OQO0
100000111 11000O0O0O0O0O0O00O0
601 000010O0OO0OO0OC1TT1TT11O0O0O0O0OO0F®O
Ng=(00100001000100011T1TO00O0
6001000010001 O0O01O0O0O0T1T1FO0
6000100001 O0OO0O0O1O0O01O01O0T1
00000100001 O0O0O010O0T1QO0T1T1]

Example 3 Let us consider the BIBD (See Theorem 4) with parametets9,
by = 12, r = 4, ky = 3, A\ = 1 with incidence matrix N; and the BIBD with
parameters = b, =9, ro = ky = 8, Ay = 7 with incidence matriXN,, where

(11110000000 0] (001111111 1]
100011100000 101111111
010010011000 110111111
001001010100 111011111
Ny={000100110010|,Ny=|111101111
100000001110 111110111
010000100101 111111011
0010100000171 111111101
(000101001001 | (111111110 ]|

Based on the matriceN; and N,, we form the incidence matrixN in the form
(2.3) of the VB block design with repeated blocks and withapaetersy = 9, b =

_ | 3-1n
108, r = 32, k = [2‘136
IN; N; N;y N; N; N; Ny, whereNy is an incidence matrix of BIBD with
parameters =9, by =36, 1, =8, ks =2, \y =1,

} , b* = 48 and, after permutation of columnsN =
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(1111111100000000000000000000000000
1000000011111110000000000000000000
0100000010000001111110000000000000
00100000010000010000011121200000000

N,=|100010000001000001000010000112112110000

0000100000010000010000100010001110

0000010000001000001000010001001001

0000001000000100000100001000100101

| 0000000100000010000010000100010010

PR OOOOOOO
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