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Abstract

In the field of data quality, imputation is the stoused method for
handling missing data. The performance of imputatitechniques is
influenced by various factors, especially when daaresent only a sample
of population, for example the survey design charastics. In this paper,
we compare the results of different multiple imgida methods in terms of
final estimates when outliers occur in a datasetngequently, in order to
evaluate the influence of outliers on the perforo®mwnf these methods, the
procedure is applied before and after that we hideatified and removed
them.

For this purpose, missing data were simulated ota daming from
sample ISTAT annual survey on Small and Medium Hises. MAR
mechanism is assumed for missing data.

The methods are based on the multiple imputatioough the Markov
Chain Monte Carlo (MCMC), the propensity score ahd mixture models.
The results highlight the strong influence of dataaracteristics on final
estimates.

1 Introduction

It is well known that survey results are affected dyyors arising from several
sources. Among them, one dangerous effect coulthtoeduced by unit and item
nonresponse with the consequence that these laskd cproduce bias and
distorsions of distributions.
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While total or unit non responses are usually tr@éatbrough weighting
techniques, partial or item non responses are lysuaputed, that is substituted
with plausible values. Many of the currently used utgtion techniques rely on
the hypothesis that missing values are “Missing Adn&om” (Rubin, 1987;
Schafer, 1997)

More methods of imputations have been proposed thedchoice is often
related to the particular data characteristics nthe goal of imputation. In fact,
when data represent only a sample of populationutaipon techniques should be
finalized to produce accurate target estimatesvédird inferences, so reducing the
contribution of non sampling error on the totalogrrin other cases, otherwise, the
predictive accuracy could be the most important ciye.

Moreover, the decision involving the choice of nmdk for the analysis of
survey data with nonresponse commonly adopted by asakygritical in presence
of outliers.

In this paper, we work on the testing ground of A9Tannual Small and
Medium Enterprises, Arts and Profession Survey ddtald’s a sample survey
based on a complex survey design; as it is well kmawusiness variables present
skewed distributions; thus outliers issues are igd to examine for good
estimations and inferences (Eltinge and Cantwdél06&).

The purpose of this paper is twofold. The first an¢o verify the performance
of target estimates of three different multiple ugtion methods well-known in
the literature: the first one through the SAS Pkticfor multiple imputation (SAS,
2002), using the Markov Chain Monte Carlo (MCMQ)getsecond one is based on
the propensity scores (Rubin, 1997, 2006) and thed tbne on a mixture of
models (Di Zio and Guarnera, 2007).

The second aim is to evaluate the sensitivenesghe$e three multiple
imputation methodsvith andwithout outliers. Then, once identified and removed
outliers, through a procedure described in Di ZByarnera, Luzi and Tommasi
(2007), the application of the previous methodsnafltiple imputation is repeated
and the final estimates obtained are compared thighprevious ones.

Our object is then to verify the changes in the Ilfiestimates produced when
outliers have been removed from the dataset, wetierence to the imputation
methods applied and to two different variables widrich missing data have been
simulated, whose distributional characteristics rat@er different.

Some evidence could be certainly extended and mowie interests for other
analyses.

2 Nonresponse behaviours identified in literature:ar) Missing Completely At Random (MCAR), when tfeet
that a certain item is missing does not depend la missing nor the observed data; 2) MAR, in theecahe
nonresponse mechanism is random conditional onotieerved covariates; 3) MNAR, if the nonresponsemaism
depends on observed data. The first one is oftenrapalistic assumption, especially in businesweys. In this work,
MNAR mechanism has not been followed because theutation methods applied rely only on an ignoraimissing
data mechanism. Besides, in the Small and Mediurterpnises survey missing data have been simulategessonnel
costs and sales that are strongly connected witierovariables as number of employees, utilized lie MAR
mechanism.
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The plan: in Section 2 the problems related toietglare briefly described.
Section 3 gives a description of how outliers makere difficult the imputation
methods implementation. A briefly review of multipimputation methods and a
discussion of the results of simulation study befand after removing outliers are
presented in Section 4 while in Section 5 some ksicns are reported.

2 The outliers and the imputation methods in data
guality frame

Among non-sample errors, the impact on estimatiemg inferences is drawing not
only from classical non-responses but also from iergl and then to their
contemporary presence, very frequent in surveys.

Outliers are units that deviate from a specifiedadanodel. When they
correspond to real values (in the sampled part @pupation), they are called
representative outliers because they are correctlyeyad. The others, derived
from errors in sample data caused by deficienciesurvey processing, are non
representative outliers (Chambers and Ren, 2003).

While non-representative outliers are detected @rdected during the survey
editing process, representativ@tliers must be handled in the survey estimation
process by some specific procedures; in fact, ifdtatistician has to distribute the
dataseffor public use, outliers have to be replaced. Fifsall, because they could
let units identification (that for privacypnust bepreserved); in additionhecause
they make statistical analyses inaccurate and inée®rderived from them not
veryrobust.

Even though, it is important to highlight that innya data analysis
representative outliers are to be considered bectusy represent units correctly
measured.

Moreover, applying imputation methods, in presenteuliers, it is possible
that the model underlying the imputation technigeenains influenced by these
data irregularities, so that imputed values cansaarably deviate from non
observed values (Di Zio, Guarnera, Luzi e TommagQ7; Elliot, 2006).

In fact, imputation methods replace missing datthwalues estimated through
a mechanism according to the assumptigeseratingmissing data. Using the
values of the covariates involved in the MAR asstiong the outliers present
different values from the other ones also in a maliate perspective.

In other words, when we apply imputation methodsaimataset containing
outliers, the imputation performance could be esbedy influenced by outliers,
producing values too far from the real values andlid estimates

3 Eltinge and Cantwell (2006) consider for outliédentification theY; values of a finite population as the sum of
two termsz;, andd;, generated by a superpopulation model, wieerepresents an underlying “smooth” long term trend
in the true valuesy; and d; an “irregular” or “temporary disturbance” term M. They propose to make separately
analyses and inferences on these two components.
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We expect that good models, able to take into actdata irregularities, could
be influenced by outliers also for estimating thenagning part of observations
that are not outliers.

These problems are particularly evident in busingssistics. Most business
variables, in fact, as firm size indicators, tureovand number of employees have
positively skewed distributions.

3 Outliers treatment and sampling in survey design

In treating outliers, literature has focused afi@mtprincipally on statistical-
mathematical properties of identification methodsl a&stimators, ignoring other
important aspects, as a range of objective funstitmt include measures like
variance and mean squared error, as well as otheatibns tuned to reduction of
risks associated with very rare extreme observatiamsl estimates. Other
important elements are information available on thelerlying populations of
interest, cost structures and some important caimgs on production systems and
modification thereof (Eltinge and Cantwell, 2006).

In complex survey designs, outliers can also defieen: i) units with a low
probability selection from population and, thus, athiare associated with a large
estimation weight; ii) units with a very large wetgtue to problems with stratum
jumping, that occurs when a unit, initially assigrteda stratum on the basis of its
characteristics, during the survey results in anogteatum for effect of changes
occurred in time.

The outliers detection is not easy in complex surnagsigns and in
multivariate contexts it is hard to identify themthtiis also possible that some
observations are erroneously considered as out(igwes so calledmaskingand
swamping effects, respectively). Outliers may be univariate raudltivariate;
multivariate outliers are observations appearing b® inconsistent with the
correlation structure of the data.

Moreover, Di Zio, Guarnera and Luzi (2003) suggasmixture model to
formally state the problem in a multivariate conteptoviding also a number of
useful diagnostics for prioritising doubtful unifssibly containing potentially
influential errors.

4 SME survey: the simulation results with missing
data and outliers

In order to compare the capacity of different methotb producevalid
reconstructions, we have generated a percentag808&§ of missing data on
medium enterprises of services sector of ISTAT sktaof the annual sample
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survey on Small and Medium Enterprises, Arts andiddsions (2,242 units have
been considered extracted from the 62,241 entapio$ 2005 survey)

It's a complex survey, with a single-stage stratfample; units selection is
with equal probabilities, where the strata are meedi by the link of “sector activity
classes”, “employees classes” and “Region”. The &etbpstratification is the
minimum partition of population that produces esiten domains as elementary
strata aggregation

Variables considered in this analysis are: numbegmployed persons and the
accounting items of sales, total revenues, totatxand personnel costs.

Owing to the marked positively skewed distribution$ these variables,
multiple imputation methods were applied to theagdrithmic transformation
(Figure 1).

1.a — Natural scale distribution. 1.b— Logarithmicscale distribution.

xno3sco0T

oLl ey o
20 36 52 &8 84 100 i 360000000 | 720000000) 2096 3.36  2.76 416 4.56
» number of enployed persons » total cosis » number of employed persons

«xnsscoom
xnosscoom

0 350000000 720000000 o 23000000 £6000000
sales 5 personnel costs »

Figure 1: Number of employed persons, total costs, salesgmerel costs referred to the
2,242 enterprises extracted from ISTAT Small anddMen Enterprises survey, with 20-
99 employed of services economic sector. Marginstridbutions.

Source: Authors’ ad hoc processing on data of IST&mMall and Medium Enterprises, Arts and
Professions Survey (2009).

“1In literature, there are a lot of simulation wor&sd practical examples (Nordholt, 1998; Madow, f¢ison and
Olkin, 1983). From them, we can derive a differémhaviour regarding the choice of the data peragmtartificially
set to missing. In other words, there is no agragnoa the “right” simulated percentage, but it isfused the idea that
it depends on the specific survey characteristhdmut this problem see Quintano, Castellano and &uwm(1996).

In many cases, it has been stressed that a loweptage of missing data in unable to highlight di¢ieces in
imputation methods performance (Shrive, Stuart, iQaad Ghali, 2006) while when the amount of missdeja is
quite high (>50%) the use of classical imputatiorethods could be dangerous (Kovar and Whitridge, 5)99
Consequently, in this paper, the missing data peemge has been of 30% taking into account of that Isxperience in
business surveys, where non response for somearierariables is around the 30%.

5 This type of allocation makes possible to extrttw sample in survey planning, determining samplecation
fixing a priori the expected accuracy levels ofiesttes on the interested domains, so to assureagtd accuracy for
the different required levels. Besides, an over4simg is realized to take into account the high ttheeate of micro-
enterprises (Siesto, 2006).
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Variables for which missing data were simulated: esales and personnel
costs. They are both skewed to the right, but aftterlogarithmic transformation
sales may be considered roughly normally distributddo variability is very high
for both variables, as shown by the coefficient afiation, that is equal to 1.31
for personnel costs and even to 2.83 for sales.

The simulation procedure is based on MAR mechanassumption, where
influential covariate is the number of employed p@is that, as sales, is a firm
size indicator and supposes a major tendency to response for micro
enterprise$ These three variables are positively correlatezhedhers, especially,
of course, the number of employed persons and theopael costs.

4.1 The imputation techniques and the results

The multiple imputation techniques applied are dase Markov Chain Monte
Carlo (MCMC), onpropensity scoreprocedure, both realized through the SAS
Proc MI, and on a mixture model.

They constitute a wide diversified range of alteived for partial non
response treatment. The MCMC method is frequeaglied and, in presence of
missing data, it allows, through simulations, t@wlrthe joint posterior unknown
guantities of distribution and the posterior paréeneestimates. Assuming that
data have a multivariate normal distribution, Da8agmentation algorithm is
applied to Bayesian inference with missing data lpeating the following steps
(SAS, 2002):

The imputation I-stepwith the estimated mean vector and covariancerimat
the I-step simulates the missing values for eaclseplation independently.
Denoting with ¥ mis the variables with missing values for observatipand with
Yi.obs the variables with observed values, the I-stepvdraalues for Ymis from a
conditional distribution Ymis given Y ops Then at'™ iteration (Yuan, 2002):

vyt is drawn from (Yisl Yops8')

The posterior P-stepsimulates the posterior population mean vectod an
covariance matrix from the complete sample estisiate

6% is drawn from p@|Yops Y.

creating a Markov chain:yf, , 8%), (y2., 6%, ... that converges in distribution to
D(Ymis, elYobs)-

6 Some studies in literature have highlighted thaisita plausible hypothesis (Rogelberg and Stan®0Q7;
Willimack and Nichols, 2001). Furthermore, throutite multiple imputation methods it is possible toain unbiased
estimates only under MAR mechanism.
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A burn-in of 200 iterations, 200 iterations betweeach step and five
imputations are used.

The propensity score is the conditional probability @ssignment to a
particular treatment given a vector of observedac@tes and it is generated for
each variable with missing values to indicate tmebpbility of that observation
being missing. The observations are then groupesedaon these propensity
scores, and an approximate Bayesian bootstrap irfipotas applied to each
group.

When data have a monotone missing pattern, theviohlg steps are followed
to impute values for each variabYe with missing values (Rubin, 1997; Statistical
Solutions, 2007)

1. Create a variable;Rvith the value O for observations with missingand 1

otherwise.
2. Fit a logistic regression model of:
3. logit(py)= Bo+PrY1+PB2Y 2t ... +Bi-1)Y j-1) (4.1)
4. wherep;=Pr(R=0[Y1,Y2,...,Y-1)) andlogit(p)=log(p/(1))
5. Create a propensity score for each observationdwante the probability of
its being missing
6. Divide the observations into a fixed number of greubased on these

propensity scores

7. Apply an Approximate Bayesian bootstrap imputationetxh group that
consists in the following steps: in groudp denoting with Yops the ng
observations without missing and with,s the no observations with
missingin Y;, approximate Bayesian bootstrap imputation firsawl n;
observations randomly with replacement frofgys to create a new dataset
Yobs®; this latter is used to draw randomly thgvalues for ¥y;s.

A monotone pattern is obtained through the applcadbf MCMC of SAS Proc
MI, that generates 5 different datasets. Then, lesé last a step of imputation
through the propensity scores is applied.

Mixture model is a semi-parametric imputation teicjue particularly suitable
when normality distribution assumption is not redpdcalso after logarithmic
transformation. They represent a particular flexiblgutation method, suitable
for any data functional form and, consequently, déresito outliers. With this
method, density functions were fitted consideringcheabservation to be a
realization of a specific but unknown compongrdf the mixture connected with a
latent variablez, taking values in {0, 1, ..., K} withz=k if the individual i
belongs to grouf and O otherwise.

" When data have a different pattern of missing dat®CMC imputation step must be applied beforenake data
pattern monotone. Then, the imputed values deniva few of cases from the MCMC application that éaworrected
the pattern to make it monotone.
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Let Y={Y4, ..., Yo} be a random sample ai units, where Y is a Q-
dimensional random vector with probability densityétion f(y) on R and y its
realization:

K
0= 275 (%) (42)

wherefi(y;) is the mixture density component of each poputatiand i the k™"
population weight, with 0< ™ < 1 and %y =1 (Picard, 2007). We refer to
Gaussian mixture models, that represent a partidigxible imputation method,
suitable for any data functional form and, consedlyersensitive to outliers and
chosen by Di Zio and Guarnera (2007).

The choice of the number of mixtures considered basn based on a
procedure finalized to maximize the BIQt has chosen 3 clusters. We used a
burn-in of 100 iterations, 100 iterations betweerthe step and 300 as maximum
number of iterations for convergence. Sample sthat@e not been considered in
the clusters formation, because we have prefemad they were formed directly
by the implemented procedure.

According to each imputation method, to test the@erformance, 100
simulations and an identical number of multiple utggion processesm(x 100
imputations) were performed.

The indicators calculated to test the accuracy efatilopted methods are based
on the bias and on the width of the confidence rirek calculated around the
estimate whose extreme values are:

2 1
SQ it0,025m—1 (14' Ejs B (43)

wheresg is the parameter estimate in thgsimulation;

m is the number of datasets considered in the melipputation technique;
L. . ¥ : . . . o

SB:m_lZ(Q _Q)z is the between-imputation variance in ghesimulation;

to.025m-1 IS the theoretical value afStudent distribution, withm—1 degrees of
freedom anax=0.05.

® It is the Bayesian Information Criterion, given :bQL(&gK)_UK logn. where L(&JK) is the log-likelihood
function based on the observations,g, is the maximum likelihood estimate for tikecomponents model and is

the number of independent parameters to estimateepresents a criterion to obtain a compromisevben model
adequacy and parsimony, minimizing the possibildaly data over-fitting. It is then calculated subtiag from
likelihood, that increases with the number of funos approximating data distribution, a term thatproportional to
the number of parameters to estimate.
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The parameters estimated are mean (Table 1), me(liable 2) and variance
(Table 3¥°.

With reference to mean estimation, the most aceuparformance, as regards
all the indicators, are connected with the tracidibMCMC method of SAS Proc
MI, based on the data normality hypothesis. The seédmst method is the mixture
model for both sales and personnel costs. The astsncalculated are more
accurate for this latter variable even if the indert” shows percentages around
50%". Indeed, for sales, the percentage of parametusion in the confidence
interval with the propensity scores method is of 93kat is a satisfactory result,
similar to that of the other two methods, that hawerestimated the inclusion
capacity of 2 and 4 percentage points. The relatwefidence interval width for
personnel costs is of 14% while for the mixture mlohethod is of 9% and for the
MCMC method is of 8%. Furthermore, for sales the relative bias with the
propensity scores method is only of 6%, but for tileecs two methods is of 1%
and 5%o, respectively.

Table 1: Bias, Root Mean Square Error, confidence intervigltivfor the estimation on
mean population calculated as mean in the 100 sititris of missing data. Absolute and
relative values.

Absolute measures Relative measures
Method | BIAS MSE WIDTH BIAS MSE | WIDTH CNTO
Sales
Mi 49,066 75,558 76,909 0.0055 0.0923 0.0559 97
Pro 530,103 705,807 3,268,98[L 0.0598 0.2821 0.3685 93
Mix 98,454 195,643 1,162,468 0.0111 0.1485 0.1310 99
Personnel costs
Mi 38,680 47,653 76,904 0.0400 0.2220 0.0795 48
Pro 73,483 92,540 136,358 0.0796 0.3094 0.1410 37
Mix 42,397 55,674, 89,261 0.0439 0.2400 0.09 63

Source: Authors’ ad hoc processing on data of IST&Wall and Medium Enterprises, Arts and
Profession Survey (2009).

Legend

Mi: MCMC method;Pro: propensity scoremethod;Mix: mixture modelmethod.
S(j is the parameter estimate in thgsimulation;

® This latter is a more robust synthetic measure #rid better for distributions including variousutliers. Note
that sample median is an unbiased estimator of gbpulation mean; for large samples, it is roughlgrmally
distributed with expected value qf, but with variance greater than sample mean vaeaCicchitelli, Herzel and
Montanari, 1992). Population median estimate isallyubased on a cumulative distribution functiom is inverse
and on a complex procedure for variance estimateneflian estimator (Woodruff, 1952). Nevertheless, Variance
imputation B, it was not necessary to use this clexprocedure.

10 Quality indicators at micro-level have not beenlcodated because the comparison among the multiple

imputation methods has been based on distributianauracy.

11 predictability would be maximum, in terms of parter inclusion in the interval calculated aroune #stimate,
if it was around 95%. In fact, if it was more eléed, it would over-estimate the estimator varianwéh confidence
intervals too many large, that, for this reasorglude, more than it would be, the parameter value.

2 Finally, even if we have reported as estimativetéas both the width of confidence intervals ané thdex that
counts in percentage how many times the parameteandluded in the interval, we retain that the masportant
indicator of a good estimate is a smaller widthtbé confidence interval, because, in a no-simulatsecenario, it
produces a major accuracy.
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Q is the parameter value, calculated on the origitehset, before missing data simulation;

00 . - 00 . -
>(,6-9) >(0-G

bias=St —: RMSE= RooMean Squa Error=1<L
10C 10C-1

width = confidence interval width = upper bound — love®und

¥(,6-9) /100 S(.6-8) /(100—1)
=t _ ' relative RMSE= 1= _

Q

relative bas=Biasrd

relative width= (upper bound—lower bounc@/

cnt= counter that shows, in percentage, on the 10Qlsitions, how many times the parameter
value is included in the confidence interval ca&teld around the estimate.

Table 2: Bias, Root Mean Square Error, confidence intervigtiwvfor the estimation on
median population calculated as mean in the 10@Qlsittons of missing data. Absolute
and relative values.

Method Absolute measures Relative measures
BIAS MSE | WIDTH | BIAS MSE | WIDTH CNTO
Sales
Mi 6,460 76,022 | 443,257| 0.0021 0.1570| 0.1438 96
Pro 141,663 219,958| 677,010 0.0460 0.2671 0.2197 97
Mix 42,082 540,174| 0.0139 0.2328 0.17§ 95
167,053
Personnel costs
Mi 31,181 43,627 | 157,675| 0.0418 0.2419 0.2115 96
Pro 71,891 81,092 | 127,659 0.0964 0.329¢ 0.1713 46
Mix
35,310 132,422 0.0474 0.2560 0.1776 88
48,854

) It's a counter that shawhow many times the population parameter, in the §idulations, is
included in the confidence interval.

Source: Authors’ ad hoc processing on data of IST&Wall and Medium Enterprises, Arts and
Profession Survey (2009).

The median estimates are in general more accueen if, considering
relative indicators, part of this improvement istoConfidence interval width for
median estimate is in many cases wider than theden@ed for the mean.

With reference to relative measures again, pas$iogn mean to median
estimates, propensity scores performance are inggkdor sales estimates while
those concerning personnel costs make things wargk longer confidence
intervals.

However, for median, the percentages of coveragehagher than for mean
estimates.

These results confirm only partially Di Zio and Gomera (2007) ones, that
show good performance for the MCMC method only whee aim is mean
estimate while for median estimate more sophistéidanethods, like the mixture
model, are preferable. The reason of this divergeadses probably from the
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different data characteristics used by the Authorsterms of data normality,
distributional variability and incidence of outlger

Table 3.Bias, Root Mean Square Error, confidence intervigtivfor the estimation on
variance population calculated as mean in the 1®@lations of missing data. Absolute
and relative values.

Method Absolute measures Relative measures
BIAS WIDTH BIAS WIDTH | CNTO
MSE MSE
Sales
Mi - 1.1555408E14| -0.0158 0.1433 0,1277 98
1.43396E13| 1.85946E+13
Pro -3377668E13| 7 21585E+13| 4-3180737E14| -0.0373 0.2824 0,4771 96
Mix -1.253477E12 3.3195122E13| -0.0014 0.0641| 0,0367 99

3.71971E+12

Personnel costs

Mi -6848610693 577154817044 -0.0199 0.0368 0,1682 92
1.26349E+11

Pro 222134244 795298840078 0.0001 0.1919 0,231 ay
1.39876E+11

Mix -7118106684 722934398916 -0.0207 0.2096 0,210] 96
1.50698E+11

Source: Authors’ ad hoc processing on data of IST&Wall and Medium Enterprises, Arts and
Profession Survey (2009).

At last, with reference to the width of mean anddme confidence intervals,
we can say that they are close enough, even if #ieywider for median than for
mean, but the consistent percentage of intervalsvlinch the parameter is not
included, with reference to mean estimate for pengb costs, highlights the bias
sensible influence on results.

As regards the variability preservation imputediables’ distributions (Table
3), we see that the method based on the mixtureemmesents the most accurate
estimates when the imputation concerns the salele idr personnel costs, even if
the accuracy of estimates is very similar to thethods compared, the smallest
bias is obtained with the propensity scores techaiq

4.2 An evaluation of multiple imputation methods ondataset
cleaned by outliers

The particular data characteristics, with strongiataility, remarkably skewed on
the right and with outliers, has suggested the tigpe of the analysis on dataset
cleaned by outliers.

In fact, comparing the previous results with thésst ones, we can verify how
much outliers influence the quality of estimates.

The detection of outliers is based on a complexcedore, whose principal
criteria have been connected with the removal bfhe units with null values in at
least one of the considered variables (in totahBs) and of units with outliers in
at least one of the analyzed variables. For thdgniification, we have considered
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both univariate and multivariate outliers that istlers identified considering,
besides the marginal variables distributions, ald® inconsistencies with
correlation structure of the data (Di Zio, Guarndrazi and Tommasi, 2007).

Through this procedure, the 5% of total units hasrbidentified as outlier and
removed.

Repeating multiple imputation procedure on this Kema dataset and
comparing the results with the previous ones, wee reosignificant improvement
in the estimation, especially for the mixture mqdebth for mean and median
estimation (Table 4J.

Table 4: Bias, Root Mean Square Error, confidence intervigltivfor the estimation on
mean population calculated as mean in the 40 sitiounigt* of missing data calculated on
dataset cleaned by outliers. Relative values.

Method BIAS MSE WIDTH CNTO

Sales

Ml —-0.0064 0.0860 0.0322 95

PRO -0.0226 0.1676 0.1183 94

MIX —0.0005 0.0469 0.0129 96
Personnel costs

Ml —-0.0067 0.1082 0.0557 95

PRO —-0.0389 0.2015% 0.0737 43

MIX —-0.0079 0.1149 0.0597 97

) It’s a counter that shasvhow many times the population parameter, in thesBiulations, is
included in the confidence interval.

Mi: MCMC method;Pro: propensity scoremethod;Mix: mixture modeimethod.

Source: Authors’ ad hoc processing on data of IST&Wall and Medium Enterprises, Arts and
Profession Survey (2009).

In particular, for sales, that after the logariteniiansformation has an almost
symmetric distribution, but also a great varialyilibias, RMSE and width decrease
in a considerable manner, being always under th& X3 the corresponding
obtained before. Also the performance of the preggrscores method results to
be improved in a significant manner, with mean nueas around the 35% of the
preceding. Less sensible the improvement of MCM@qgremance. Rather different
is the sensibility of the multiple imputation metleoto the outliers removal for
personnel costs. This latter, whose values arengtyodependent from the number
of employees, that is here limited to 20-99, isnthhess interested by the outliers.
In fact, with reference to personnel costs, the MCWNMethod also after the
robustification process presents the best resulidy a sensible reduction of the
bias, but very similar performance are reachedhleynixture model method.

The simulations highlight the considerable compigxof the matter, not
suitable to simple generalizations. The outliersnogal gives certainly a
significant contribution to the improvement of esates’ accuracy for all the

13 The results for median, here not reported, fubyfirm these statements.
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imputation procedures, but the degree of this ilmpnoent depends not only by the
distributional characteristics of data, but also the different influence that
outliers have on the various imputation methods.

Outliers removal exerts a strong influence on mdghbased on the mixture
model; in this case, besides the performance imgmm@nt, there is a remarkable
reduction of computational efforts. In fact, wheutleers are removed, the optimal
number of mixtures of distributions suggested by BiC is lower, generally equal
to 2 while before, to fit also the outliers, it wagual to 3.

The remarkable reduction of the number of caseswlioich the parameter is
included in the confidence interval calculated amduhe estimate for personnel
costs, with reference to propensity scores methbdnmcompared with the other
methods, probably derives from its nature of donwethod. In fact, even if it
adopts the Approximate Bayesian Bootstrapnethod for imputation values
selection, it produces an under-estimate of valitgbiMoreover, the highest bias
of estimates, in comparison with the other two met) and the widest confidence
intervals imply a less percentage of confidencervdls including the parameter
value. This situation is referred especially to gmemel costs, that has a more
skewed distribution and a lower variability thanesa

5 Conclusions

Results from statistical analysis highlight how tbpecific data characteristics
influence the results. The outliers play a crugi@lle on the performance of the
imputation methods.

In fact, when outliers occur in a dataset, the omigtmodel high flexibility can
produce a deviation from the real data pattern,seduby its major capacity to
well-fit the data. Propensity scores technique hgitis an underestimate of
variability even if it realizes a proper imputation

Then, the choice of the imputation method must desth with respect to the
principal scope of the analysis. If it consiststime estimate of a mean parameter,
valid results can be obtained with simple methdds, Nevertheless, when other
aspects assume a great importance, as the preservat distributional data
characteristics, more sophisticated methods abetprivileged.

The results could represent a useful hint for fartanalyses on business data,
for which non response and outliers are a consispeablem. In other words,
although the specific simulation results are alwayuenced by the particular
data characteristics, the evidence in this papardcde of some interests for
business surveys producers and users and simifdexts.

14 The estimates are based precisely on 37 simulatb®tause in three cases on the 40 simulationslgwithm
has not converged.
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